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Abstract. This article presents a methodology for solving the Periodic Vehicle Routing Problem (PVRP) 

with an Iterated Local Search Metaheuristic (ILS). The problem is solved in two phases: the first step is to 

assign days of visit to each customer, and in the second step to determine the routes that each vehicle must 

perform each day. The heuristic for a local improvement in ILS is Clarke & Wright Heuristic, and 

perturbation is made on the days of visit assigned to some customers. The instances generated by Cordeau 

for PVRP with 51, 102 and 153 customers are used. The results are compared to the best-known solutions. 

The gap between the results presented by the proposed metaheuristic range from 15% to 5% above the 

best known solutions. The time to find the solutions with the proposed metaheuristic goes from 6.76 

seconds for instances of 51customers, to 172.09 seconds for instances of 153 customers. 

Keywords: Periodic Vehicle Routing Problem, Iterated Local Search, Two-Opt, Clarke & Wright Savings 

Algorithm. 

 

1 Introduction 
 

Within the logistics costs transport is the highest, and therefore there are several studies to reduce it. The main focus is on land 

transport, although it has also studied transport by water, air and even in space. [34] analyzed transport in space, in which the 

problem is to minimize the time, energy and economic costs of moving resources from one place to another in space. [32] 

analyzed the Oil Platform Transport Problem (OPTP), and conclude that is an NP-hard problem, which opens the door to the 

resolution of the water transport problem through Metaheuristics. The impact on the decrease in transport costs begins with a 

good strategy for locating the plants and facilities, as mentioned [33] which presents a proposal that allows establishing the 

relationships between the facilities location problem and the client allocation within a dense demand environment in territorial 

design. The location obtained means having available the decimal geographic coordinates in longitude and latitude from the 

location point in such a way that the products or services transfer has a minimum cost. The organization can design an efficient 

logistics plan to benefit its supply chain. 

The Vehicle Routing Problem (VRP) is a widely studied problem of Combinatorial Optimization. The first publications about 

this problem were made around 1959 [15], where routes were generated at a minimum cost for a set of vehicles of homogeneous 

capacity [1]. Variations of the VRP have been studied including characteristics of real-world transport models, like: vehicles 

with heterogeneous fleets, time windows, periodic visits, more than one depot, etc. The main variants of VRP can be found in 

work presented by Toth and Vigo [31]. The PVRP can be thought of as a generalization of a conventional VRP, which seeks to 

determine an optimal set of daily routes for a given time horizon. Customers need to be visited on different days during the 

planning horizon, according to their demands, storage space, sales, etc. We call itineraries for the combinations of visits requires 

for each customer. 

Solve the PVRP implies solve two entangled problems: assignment problem, and the vehicle routing problem. In the first, the 

decision is determinate a set of visiting days (itinerary) for each customer within the planning horizon. The other problem is the 

routing of vehicles for each day. The PVRP is an NP-Hard problem [13], [25], because includes the VRP with single period as a 

special case, and the most efficient solution techniques for these problems are metaheuristics. Among the most used 

metaheuristics for VRPs are Tabu Search [11], GRASP [28], Ant Colony Optimization [4], Variable Neighborhood Search [19] 

and Hybrid Heuristics based on Coverage of Sets [5]. 

The total cost to be minimized may include the costs associated with the distances travelled, vehicle capacity, transit time, fuel, 

etc. For this work, the distance traveled is directly related to the cost. To have a detailed discussion about costs, the reader can 
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check the publication [14] in which a review of fixed and variable transport costs is made. Several real-world applications deal 

with transport (delivery trucks) of the same capacity, known as homogeneous fleet. In this work we considered a planning 

horizon of 6 days, a week from Monday to Saturday, the most common application. The application of PVRP is wide, some 

examples are in recyclable and organic garbage collection, laundry service to hotels, the gas services to retailers, etc. that is why 

we consider a horizon of six days. To find the PVRP solution the assignment of itinerary will be made to each customer 

according to the number of visits that are required during the planning horizon. Once the customers to be visited each day are 

known, routing is performed using the Savings Heuristic [8].  

 

2 Literature Review 
 

 

Gaudioso and Paletta [18] described a model for the optimum administration of periodic deliveries for a given product. The 

objective was to minimize the planning horizon of the maximum number of vehicles used simultaneously (i.e. the size of the 

fleet). They achieve a balanced use of resources for the class of instances solved. Francis & Smilowitz [17] presented a 

continuous approach model for PVRP with service choice. The results obtained can help distribution service providers to design 

value-for-service options.  

One of the most used tools to solve routing problems is the heuristic proposed by Clarke & Wright [8]. Ballou & Agarwal [3] 

made a comparison between the Savings, Cluster and Sweeping Methods, under five types of population distribution: Random, 

Grouping, Sector, Urban-Rural and Coastal. The results reflected an advantage of the Savings Method in the different types of 

distribution. They made a comparison between results obtained from five different instances of the type of population 

distribution, through ACO metaheuristics, and Clarke & Wright Heuristics [8]. Among the results obtained, the best were those 

of the Sector type. Clarke & Wright Heuristics generate a good solution for the VRP, and that is why we used this heuristic in 

this work. 

Pacheco et al. [28] used PVRP to give a solution to the routes of a bakery of the north of Spain. They applied GRASP and Path 

Relinking and took the instances of Cordeau et al. [26] to compare their solutions. The solutions were updated like best-known 

solutions. We decided to use ILS Metaheuristic, described below, to compare the effectiveness. 

ILS is simple in the algorithm mechanisms but powerful in its scope. ILS has been applied to many combinatorial optimization 

problems with great success, including permutation flow problems [16] and CVRP [6]. For more details, see [23]. Iterated Local 

Search (ILS) is a metaheuristic which proposes a scheme in which a basic heuristic is included to improve the results of the 

repetition of that heuristic. ILS given a solution obtained by the application of a basic heuristic, a change or alteration is made 

that gives rise to an intermediate solution. The application of basic heuristic to this new intermediate solution provides a new 

solution that, if it passes an acceptance test, becomes the new perturbed solution. Although the basic heuristic included, usually 

is a local search, it has been proposed to apply any other heuristic, deterministic or not. In this way, the process becomes a 

stochastic search for environments, where such environments are not explicit, but are determined by the basic heuristic [24]. 

Cacchiani et al. [5] used ILS to generate columns for the LP relaxation. They perform a benchmark with the instances of [28] to 

show the effectiveness of the proposed algorithm for the generation of good quality solutions. Abreu et al. [1] used ILS to solve 

the PVRP. To improve the disturbed solution they used four structures between routes and three within routes. The changes 

between routes were Shift (h,h), Swap (h,h), Cross and Radial. The changes within a route were by Swap (1), 2-Opt, Or-Opt (1). 

They compared the results obtained by CPLEX and ILS. The solutions by ILS were equal or better than those of CPLEX with 

runs with a time limit of one hour. The instances compared was from 12 to 30 customers. 

Archetti et al. [9] introduced a new problem called Flexible Periodic Vehicle Routing Problem (FPVRP), related to the 

Inventory Routing Problem (IRP), and is a new and challenging problem dealing with flexibility in periodic delivery operations. 

They used three different sets of benchmark instances of relatively small size. The results show that FPRVP may produce 

improvements in the routing costs in comparison with both PVRP and IRP. 

Iterative improvement methods modify a current solution through local searches to get better neighbourhoods of the solution. In 

general a neighbourhood comprises a set of solutions that can be obtained by changing a subset r of arcs between the solutions. 

An exchange of arcs is performed only if that change leads to an improved feasible solution. This exchange can be done in or 

between routes. The process ends when a solution is found with r-optimum, or if could not be improved by more than r-

exchanges. The first improvement procedures were proposed in 1977 by [30], [10] and [2]. Although these authors maintain a 

small r, r = 2 or 3, the neighbourhoods generated are very large. This leads to efficient but laborious methods [31]. Most 

improvement procedures for TSP (Traveling Salesman Problem), where PVRP come from, can be described in terms of Lin's X-

opt mechanism [21]. [22] modified A dynamically throughout the search. [27] proposed the O-opt method, moving 3, 2, or 1 

consecutive vertex to another location. [26] developed a restricted version of the 4-opt algorithm, called 4-opt*. [20] carried out 

a thorough empirical analysis of these and other improvement procedures for the TSP, concluding that a careful application of 

the schemes yields the best results in average [22].  
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The previous literature review helps us to distinguish the differences of our work with the works of other authors. It was based 

on the mathematical model proposed by [17]. Demands and visit requirements are fixed. There is no restriction on the size of the 

fleet. We use ILS metaheuristics to obtain the PVRP solution. Initially, the first improvements within the routes were made 

under Two-opt method, which as mentioned previously generates good solutions. However, Clarke & Wright Heuristic 

improved the results that are why is considered for the improvement of routes. We solved the instances [11] to know the 

efficiency of our results, benchmarking Cordeau instances with respect to the total distance travelled and time. The results are 

very close. In this work, the instances are greater than those presented by Abreu et al. [1]. The smallest instance in this work is 

51 customers, and the largest is 153 customers. 

 

3 Problem description  
 

Reports Consider the graph G=(N,A) and planning horizon of T days (periods, t), where N is the set of nodes representing 

customers, and A the set of arcs connecting the nodes. Each customer requires the collection task with a frequency fi, measuring 

the number of times the customer i must be visited with 1≤ fi≤ T. The basic PVRP consist in selecting fi visits days for node i 

and solve np vehicle routing problems, one for each period of planning horizon in order to minimize the total cost travel.  

Was proposed the PVRP model as follows [7]: 

• Si the set of feasible itineraries for customer i;  

• xik = 1 if the k-th itinerary is selected for the customer i, 0 otherwise;   

• n is the total number of customers and T the number of days in the period;  

• akt=1 if day t is on the itinerary k, 0 otherwise;  

• qi is the demand of the customer i for each delivery 

•  cij is the distance from customer i to customer j;  

• N = (i|i=1,2,…,n) is the set of customers;  

• Qr is the vehicle capacity r and Dr is the allowed driving time for the vehicle r;  

• Rt is the given Set of available vehicles for the day t; 

• Vit = 1 if the customer i is visited on day t, 0 otherwise. The depot is represented by customer 0 such that  

Vot = 1, t=1,…,T; and be  

• uijtr = 1  if vehicle  r  Rt  goes from i to j, on day t, 0 otherwise.  

 

With these variables the problem was defined as follows: 

Minimize  
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Equation (1) is the Objective Function to evaluate the total cost of travel. (2) ensures that only one itinerary is selected for each 

customer. (3) ensures that a customer is only visited on a particular day if the itinerary chosen has a delivery on that day. (4) 

ensures that no vehicle can go between two customers on a particular day unless they both are scheduled for delivery on that 

day. (5) ensures that if a vehicle visits a customer, this vehicle leaves that customer. (6) ensures that each customer is visited on 

the days when the delivery was scheduled. (7) is the set of subtour elimination constraints, (8) ensures that a vehicle can only be 

used at maximum once. The constraints in (9) correspond to vehicle capacity. Finally, equations (10) and (11) indicate the 

domain of binary variables. 

 

 

4 Methodology 
 

ILS metaheuristics are simple in algorithm mechanisms, but powerful in their scope, that is why is used in this work for the 

PVRP. An initial solution (called So) is required, in this work is generated by random assignment of itineraries to customers, as 

they need to be visited. The routing for So is done in the sequence of assignment of the customers. The second ILS process 

requires an improvement in the initial solution (called S); done by the Clarke & Wright heuristic. The third ILS process indicates 

that once a better solution is obtained, it has to be altered. In this work, the alteration proposed is to take a percentage of the 

customers and change their itinerary (maintaining the requirements of visit frequency) giving rise to ILS intermediate solution 

(S'). Once the alteration is performed, is necessary generate the new routes. The new routes are generated again in order of 

assignment and improved by Clarke & Wright heuristic, thereby obtaining the improved intermediate solution (S''). 

The Solutions S and S" are compared by means of an acceptance test; the accepted solution is the new initial solution (So), with 

which the same process will be repeated n times. The test of acceptance in this work is one that gives a better solution. The 

solution is evaluated by the total distance travelled, such that the new S accepted is the one with the shorter distance, used to 

repeat the process. 

ILS proposes the repetition of this process to explore neighbourhoods and to leave local minimums. The cycle described above 

is performed with a fixed number of repetitions. Further exploration of the neighbourhood (number of iterations and percentage 

of perturbation) is expected to find the best solution known. Figure 1 describes the methodology. 

 

 

1: Random assignment of itineraries to customers 

2: Identification of nodes to be routed on each day of the period (1 to 6). 

3: Generate Initial solution So: 

Routes for each day, generated in the order of customer number. 
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4: Generate S (Local Search): 

Each Route is enhanced by the Clarke & Wright Heuristic. 

5: Repeat n times 

    Repeat 

Generate S’: 

The allocation of itineraries to a random p% of customers is modified. 

Generate S’’: 

The routes for each day are obtained by the Clarke & Wright heuristic (local 

search). 

New S: 

Test of acceptance. Considering S and S ', the new S will be the one with the 

shortest total distance travelled. 

         Update S as the best solution. 

6: Returns the best solution. 

Figure 1. ILS Methodology 

 

 

5 Experiments 
 

According to Methodology presented, below are the details of the application. Is considered a planning horizon of 6 days, so T= 

6. Each customer i, has a visit frequency  associated. Is possible to represent the itineraries using Table 1. If a customer is 

visited on day t, the value is 1, 0 otherwise.  

The instances generated by Cordeau et al. [11] are taken from the website: http://neo.lcc.uma.es/vrp/vrp-instances/periodic-vrp-

instances/. The solutions are available, which allows comparing the results obtained by the Methodology presented. 

There are 38 available Cordeau instances are for PVRP, however, for our study those that had 6-day itineraries were selected, 

that is 9 of the 38 instances. The reason was mention in the introduction section, according to the characteristics of services that 

need to be in a week. The instances are three of each size: 51, 102 and 153 customers. The details of the instances are available 

on the website: http://neo.lcc.uma.es/vrp/vrp-instances/description-for-files-of-cordeaus-instances/. 

Table 1, presents the different itineraries according to the times that it is necessary to visit the customer, according to instances 

generated by Cordeau et al. [11]. For one visit there are 6 itineraries, for two visits 3 itineraries and one for daily visits. The 

itinerary assignment is random according to feasibility defined by fi for each customer i. 

 

Table 1.  Itineraries for one, two or six visits in the week. 

Number of Visits (fi) Day 1 Day 2 Day 3 Day 4 Da y5 Day 6 

6 1 1 1 1 1 1 

2 0 0 1 0 0 1 

2 0 1 0 0 1 0 

2 1 0 0 1 0 0 

1 0 0 0 0 0 1 

1 0 0 0 0 1 0 

1 0 0 0 1 0 0 

1 0 0 1 0 0 0 

1 0 1 0 0 0 0 

1 1 0 0 0 0 0 

 

In Table 2 there is an example of routes generated each day, for a planning horizon of 6 days. The visit regime is represented by 

a set P of binary vectors x. Each component  takes the value 1 if that customer is visited on day t, 0 otherwise. For example, 

look at customers 4, 14 and 9. Customers need to be visited 1, 2 and 6 times a week respectively. For customer 4, the set P is P 

= {100000, 010000, 001000, 000100, 000010, 000001} (one-day visit itineraries). The element of a set that was assigned is the 

last, so it is visited on day 6 of the planning horizon. For customer 14, the set P is P = {001001, 010010, 100100} (two-days 

visits itineraries) the element assigned is 1, so customer 14 is visited on day 3 and 6 of the period. Finally, the set P for customer 

9 is only P = {111111} (six-days visits itinerary), and its assignment is the only element of the set P, whereby customer 9 is 
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visited every day. A route begins and finish in 0. Day 1 has two routes, begin in 0, visit customer 9, 15, 10 and return 0, and 

begin the second route, that includes 3 and 12 customer.  

 

Table 2. Example of routes generated each day for planning horizon. 

Day ROUTES 

1 0 9 15 10 0 3 12 0 0 0 0 

2 0 2 6 5 0 8 12 9 0 0 0 

3 0 15 6 14 0 9 0 0 0 0 0 

4 0 15 1 5 0 9 11 0 3 12 0 

5 0 8 9 2 0 3 13 0 0 0 0 

6 0 6 7 9 0 4 11 14 0 0 0 

 

For the metaheuristic detailed in the previous paragraphs, a program in C ++ language was developed, and 9 instances are 

considered. Basic information of instances is presented in Table 3. The norm distance to generate the matrices needed for 

routing process is Euclidian. 

 

Table 3. Cordeau Instances Data, studied in this paper. 

Instance name 
Numbers of 

Nodes 

Numbers of days of 

the period 

Maximum capacity of 

vehicles 

total 

Itineraries 

p24, p25, p26 51 

6 20 10 p27, p28, p29 102 

p30, p31, p32 153 

 

 

Perturbations to S’ to explore the neighbourhood, was made to 10, 20 and 30% of customers. This means that the visit days of 

selected customers (10, 20 and 30%) changed with a different itinerary. The best results were obtained with the 30% alteration 

in the assignment itineraries to customers. At the begining 100 replicates were made, after 300, later 500, and finally 2,500 

replicates, observing that as the number replicates increases, the solution improves. Table 4 shows the results obtained for 

instance p28, with 102 customers. As can observe, the best solutions are obtained with 30% of perturbation that is why perform 

the 30% perturbation was made with 2500 replicates. 

 

Table 4. Results for Instance p28 with 102 customers. 

Replicates % Alteration 
Best 

Solution 
Known  

Average 
solution 

Average 
Time 

% 
Difference 

Best 
solution 

ILS 
Time 

% 
Differ
ence 

100 

10 

22934.71 

25607.40 6.78 11.80 25339.70 6.76 10.49 

20 25757.26 6.81 12.31 25415.17 6.79 10.82 

30 25752.57 6.82 12.29 25008.63 6.82 9.04 

300 

10 25508.51 20.59 11.22 25254.97 20.58 10.12 

20 25474.02 20.61 11.07 25247.11 20.65 10.08 

30 25459.23 20.64 11.01 24582.34 20.41 7.18 

500 

10 25447.65 34.35 10.96 25013.22 34.51 9.06 

20 25499.75 34.16 11.18 25203.58 34.40 9.89 

30 25367.24 34.38 10.61 25232.28 34.37 10.02 

2500 

10 25164.98 172.03 9.72 24861.37 171.21 8.40 

20 25246.68 172.44 10.08 24767.56 172.09 7.99 

30 25169.01 171.55 9.74 24561.64 171.21 7.09 
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The execution times for 51 nodes instances came from an average of 1.328 seconds for 100 replicates, 3.893 seconds for 300 

replicates, to 6.41 seconds for 500 replicates. This tune the implementation for making 2,500 replicates, since although the 

average time was 32.76559121 seconds, the solution improved by 6%. With 100 replicates the solution was about 20% far from 

the best solution known, and went far to 14.1068% with 2,500 replicates. This indicates that as the number of replicates 

increases the solution improves. All solutions improved with the increase of the replicates and 30% of perturbation assignment 

of customers to itineraries. 

The results of interest are, total distance travelled and execution time, given in seconds. In Table 5, we present the average 

results of instances 24, 25 and 26, when executing 10 times the metaheuristic, indicating in bold the best solution found with 

ILSThe percentage of difference indicates how much the solution found by ILS, is over the best published. It also presents the 

execution time and what percentage of the best solution was the best solution found by ILS with 10 replicates. In Table 6, 

present the results of instances 27, 28 and 29, whose percent difference decreases even as the number of customers increases.  

Finally, the results of instances 30, 31 and 32 are presented in Table 7. 

 

Table 5. Average results of 10 replicates with instances of 51 nodes. 

Instance 

Best 

Solution 

Found 

[23] 

Average 

Solution 

Average 

Execution Time 

(seconds) 

% Difference 

Best 

solution 

ILS 

Time for 

the best 

solution 

ILS 

% Difference 

p24 3687.46 4219.93 32.76 14.44 4113.50 33.01 11.55 

p25 3777.15 4337.60 32.75 14.84 4314.71 33.07 14.23 

p26 3795.33 4374.27 32.23 15.47 4349.15 32.26 14.59 

 

 Table 6. Average results of 10 replicates with instances of 102 nodes. 

Instance Best 

Solution 

Found [23] 

Average of 

Solutions 

Average 

Execution 

Time 

(seconds) 

% 

Difference 

Best 

Solution 

ILS 

Time for the 

best solution 

ILS 

(seconds) 

% 

Difference 

p27 21956.46 24863.06 171.40 13.24 24431.39 171.68 11.27 

p28 22934.71 25169.01 171.55 9.74 24561.64 171.21 7.09 

p29 22909.36 25835.48 170.01 12.77 25500.38 168.84 11.31 

 

Note in Table 7 that for instance p30 a solution is obtained with the ILS metaheuristic close to the best-published solution. Only 

4.56% far from the best solution known. The advantage of the metaheuristic presented in this work is the time, since obtaining 

the solution took 10 minutes with 12 seconds, which is good for an instance of 153 nodes. In the case of instances with 51 

nodes, the response time for the solution is 2.84 minutes. 

LINGO was used to solve an instance of 10 customers, and the optimal solution was found in 53 seconds. However, for instance 

of 20 customers, the process was stopped after 405 hours, 59 minutes and 34 seconds, without obtaining an optimal solution. 

 

Table 7. Average results of 10 replicate with instances of 153 nodes. 

Instance 

Best 

Solution 

Found [23] 

Average of 

Solutions 

Average 

Time 

% 

Difference 

Best 

Solution 

ILS 

Time for 

the best 

solution 

ILS 

% 

Difference 

p30 80479.20 85369.83 605.39 6.08 84151.36 607.53 4.56 

p31 78179.89 86160.22 604.38 10.21 81780.65 606.51 4.61 

p32 75016.58 86332.24 605.96 15.08 84110.73 607.53 4.51 
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As the number of nodes increases, obviously the time to obtain the solution also does, but not exponentially. It is interesting to 

note also that as the size of the instance grows the solution that is obtained is close to the best solution found. Table 8 shows the 

average execution time for the different instances and the percentage difference in distance with respect to the best solution 

found. 

 

Table 8. Averages of times in seconds of execution and the difference in distance with respect to the best solution found for the 

different sizes of instances 

Instance Size 
Average Execution Time 

(seconds) 

%  

Difference 

51 32.58 13.46 

102 170.99 9.89 

153 605.24 4.56 

 

6 Conclusions 

 
Iterated Local Search is a metaheuristic that allows us to find solutions that are close to optimal in a reasonable time. This work 

shows that, as the size of the instance increases, the solution approaches the best one found. It is also important to mention that, 

likewise increasing the size of the instance increases the time to obtain the solution, but remains reasonable. In the same way as 

the percentage of perturbation for the ILS and the number of replicates increased, the solutions improved. It was decided to 

make use of the Cordeau instances, to be able to perform a benchmark with the solutions found and thus be able to know the 

quality of the solutions found by the proposed heuristics. A proposal for future work and improvement of the solutions is to limit 

the number of routes generated per day, hoping that the route balance will allow having a smaller fleet. 

Another proposal is that, once you have customers assigned to each day, and if there are few, you could obtain VRP optimally 

for each day. This instead of using Clarke & Wright's heuristics with a Metaheuristic approach. 

One more proposal takes instances from a company to compare the results obtained with ILS. 
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