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Abstract. One of the most popular current methods of improving there liability of data communication 

systems is error-correcting codes to correct decoding errors that occur during data transmission on 

communication channels by introducing some redundancy in their encoding. This paper describes the 

main steps of error corrections using the Redundant Residue Number System as the data encryption. The 

features of the implementation of algorithms in terms of reducing the time delay and hardware costs are 

presented. 
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1 Introduction 
 

Modern control of errors in information systems is one of the most important problems. Wireless systems are characterized by 

unfavorable data transmission medium, large signal interference, dynamic changing distance between the devices, etc. [1, 2]. 

The protection from noise in data transmission systems operating in conditions of autonomy and remoteness is of the particular 

importance [3, 4]. In this case, the transmitted and received signals are exposed to a variety of adverse impacts. Accumulated 

changes in the signal caused by noise may adversely impact the data quality. In this context, the most important issue is to 

ensure the noise immunity of the transmitted signal. 

 

2 Residue Number System (RNS) 
 

 

Let us consider a vector , where components are natural numbers satisfying the condition , 

where ; and  are pairwise relatively prime natural numbers which are called modules RNS. 

It is obvious that the number of different (i.e., they are different by at least one component) vectors of this type is the product of 

 which is called RNS range. Thus, RNS modules  makes it possible to encode non-negative 

integers from  range. Encoding numbers in RNS are implemented by the following rule: 

, . 

This method of representing numbers is non-positional and has a number of advantages over the traditional positional form of 

number representation: modular operations such as addition and multiplication can be performed in parallel for each module 

due to the lack of bit carries. It leads to multiple reductions of time delays in the execution of these operations. Operand rank is 

reduced by decomposition of the original number on the remains of the modules RNS. 

One of the most optimal methods of coding numbers in RNS in terms of hardware and time costs is the method proposed in [5]. 

Consider this method based on the following example. 

Example. Let  and modulus . 

Given  can be represented in binary system as: 
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Divide this form of X on 4 parts by 8 bits. For next computations find constants , where , 

: 

; ; ; . 

Following calculations: 

 

 

 

 

 

According to calculations , which corresponds to real value. 

 

3 Error Detection, Localization and Correction 
 

Using of RNS in data encoding has all the properties of error-correcting codes, so as in any error-correcting codes, an 

opportunity to correct errors in decoding is caused by redundancy in encoding. In the case of n-modular RNS, we need to 

calculate two additional residue modulus , to correct a single error (three additional residue to correct a double 

error; four – to correct the triple error, etc.), where ,  [5]. So, the product  is 

called the working range of RNS, and  is called the full range of Redundant RNS (RRNS). 

The classical method of the error detection involves the conversion number represented by RRNS in the positional notation for 

the first n residues and the comparison it with a dynamic range of RNS (if a recovered number of falls in the working range, 

there is no error). 

If a recovered number is larger than dynamic range, there is an error occurred during data transmission. In terms of 

optimization of hardware and time costs to recover positional representation number, the use of Mixed-Radix-Conversion 

(MRC) with the same set of modules as the RNS moduli set is suggested [6].  

As a method of localization of the module in which an error has occurred, we use the projection method [6]. Under the 

projection i of the number, we mean a presentation of the numbers in reduced RNS, which is the source of RNS from which the 

module i is excluded. This representation is obtained by deleting the residue i in original record numbers. If we need to control 

multiple system error, we have to reduce the amount of the alleged errors. 

The localization method is the following. If we exclude wrong residues, the code in the resulting abbreviated RNS does not 

contain errors. Consequently, in the new RNS, a number should be within the working range. However, if the module is 

excluded in the correct code, an error will be also contained in the abbreviated RNS. Therefore, the number of abbreviated RNS 

will exceed the working range. In comparison with the value of the working range, it is proposed to use the mentioned above 

MRC [6]. 

Let us consider MRC based on the example. 

Example. Let moduli set for RNS and MRC is , , , , then ;  

; ; 

; . 

The values : 

, , , ; 

, , , ; 
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, , , ; 

, , , . 

Let . We need to find that representation in mixed radix based on MRC 

. Then: 

,  ,  ,  ; 

,  ,  ,  ; 

,  ,  ,  ; 

,  ,  ,  . 

. 

Add up the columns modulo  considering the carry propagation: 

   RNS’s moduli 

 
    

    
    
    
   

Carry 
 
 

 

The procedure of the error correction is to choose a projection that does not contain an incorrect residue and to recovery the 

numbers of the MRC projection positional representation of the number. Note that the correction of an error based on this 

method requires the calculation of  projections (Fig. 1), while correction the error by using the Chinese remainder 

theorem (CRT) requires the calculation of  projections (Fig. 2).  

 

 
Fig. 1. Architecture of the circuit for error correction based on MRC. 
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Fig. 2. Architecture of the circuit for error correction based on CRT 

Furthermore, all possible products  can be pre-calculated and stored in the circuit memory. 

 

4 Conclusion 
 

 

An approach to encoding, error correction and data decoding described in the paper can improve the reliability of the data 

communication system. It is the optimum in terms of hardware costs of encoding device, error correction and data decoding 

device. The circuits based on proposed method require 1,2-1,3 times less energy and in 1,5-1,6 times less resources than circuits 

based on CRT, in average. However, the architecture based on CRT has the advantage in speed compared with the proposed 

technique. 
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