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Abstract. The selection of a public project portfolio among a set of good portfolios directly impacts public 
organizations in a decisive manner. This task depends on the criteria of the decision maker and is 

especially hard when the solution is evaluated on many objectives. This combinational optimization 

problem has been addressed by multicriteria optimization algorithms which do not generate a single 
solution, but instead they generate a set of good solutions in the Pareto frontier. In this paper we propose 

to aid the recommendation of public projects with the utilization of simplified decision rules to explain the 

construction of the recommended project portfolio. Due to most decision problems can be represented in 

decision tables, we can form a decision table — in portfolio selection problem — with rules defined by the 
features of the projects (condition attributes) and the decision of support (the decision attribute). To 

facilitate the recommendation process, we simplify the decision rules via a hybrid rough set-based method 

that combines a genetic algorithm with an exact method. Less decision rules help the decision maker to 

faster analyze why some projects are accepted or rejected in a particular portfolio and —by this mean— 
get more certainty about his/her decision. With the proposed approach, there is a significant reduction of 

the attributes of the decision rules with a high accuracy of classification, which was proven on a set of the 

UCI repository for machine learning test. 

Keywords: Project Portfolio Problem, Decision Table, Decision Rules, Hybrid System. 

 

1. Introduction 

 
The selection of the best public project portfolio is critical, the reason is that public projects help society (e.g. the financing of 

street lighting, the construction of a hospital or highway repairs, to name a few) and a bad choice can have a negative impact on 
the portfolio. The portfolio selection is a complex combinatorial optimization problem because of its multiobjective 

characteristics. By this reason, multicriteria algorithms are used to generate a set of good solutions, where each solution is a 

portfolio considered for recommendation. 

 

The best portfolio is selected by an entity that can be a person or a group of people, called the Decision Maker (DM). For 

simplicity, we consider hereinafter that the DM is only one person. (S)He selects the portfolio depending on the cognitive 

thinking his/her preferences. Thus, different DMs are likely to select different portfolios Therefore, it is important to explain —

in a simple form— the criterion used for the construction of the set of recommended portfolios. There is a rising demand to 

explain and justify a set of solutions to a DM in decision support systems [1], which focus on guiding the user to make a 

decision that satisfies him/her. 

 

A DM needs a way to justify his/her decision, it require easy to understand explanations to eliminate the uncertainty generated 

by having more than one portfolio presented in addition to an explication that contains the resume of the information of the 

projects in the construction of the portfolios. The generation of explanations is an important feature of the decision support tools 

[2]. 
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The decision tables are a way of organizing information, where each row is a decision rule. Here, every project of a portfolio 

can be represented as a decision rule, composed of the characteristics of the project and the decision on supporting it or not. 

These rules are usually expressed in the form of "if-then-else" rules that can help people to perform or understand decisions. The 

number of resulting decision rules after the analysis of the input instance can be very large If so, it is extremely important to 

have only a small set of decision rules with reduced clauses (attributes) that only contains the information needed to appreciate 

more rapidly the characteristics of the projects in the portfolio (either rejected or accepted).  

 

The decision rule reduction in the area of rough set theory is conceptually similar to attribute selection in Machine Learning. 

There has been a growing demand on attribute reduction as a consequence of the high dimensionality of the data in different 

fields. For example, there are applications on the health department [3] and chemical industry [4] that generate decision rules 

using rough set theory to assist in the correct attribute selection. There are also works [5] that do not focus on a specific 

application but on a general framework to be used on different scenarios. 

 

In this paper we propose a method to assist the DM in the task of selecting only one public project portfolio. We present the DM 

the recommended solution (from the set of good solutions) and an explanation generated with the use of rough set theory to 

reduce the decision rules derived from decision tables. This set of simplified rules will be used as a knowledge base to generate 

generic arguments to interact with the DM in a dialog game as proposed in Cruz-Reyes et al. [6]. To best of our knowledge, the 
use of decision rules for the portfolio selection problem has been discussed only for R&D projects [7], where these rules are 

used to describe the funding assignment policy of a portfolio. 

 

This paper is organized as follow: Section 2 shows an introduction of some basic concepts needed to understand the public 

portfolio problem and the proposed approach to address it. Section 3 describes the proposed methodology to generate simplified 

decision rules based on rough sets. In Section 4 we show the experimental results against the ones from the literature, and 

finally, in Section 5, our conclusions and future work are presented. 

 

2. Background 

 
In this section is shown the theoretical foundations on which this paper is sustained. 

 
2.1 Public Portfolio Problem  

 
A project is a unique, unrepeatable and temporal process, which seeks to accomplish a specific set of objectives. A set of 

projects that can be done in the same time period is called a portfolio [8]. However, institutions or organizations usually do not 

have sufficient resources to support all projects that are proposed. In such circumstances, the difficulty is to choose the set of 
projects that provide the greatest benefit. 

 

Projects on the same portfolio share the available funds of the organization. The DM is responsible for the selection of the 

portfolio among the set of portfolios that were recommended. 

 

The public portfolio problem (PPP) is defined as follows [9]: a total budget to fund projects represented by B, a set of projects 

denoted by N, the portfolio is modeled as 1 2, ,..., Nx x x x  which is a binary vector where a value of 1 in the i-th project means 

it will be supported, otherwise the project is not supported. Each project has an associated cost and area (e.g. education, health) 

denoted by ci and ai respectively, where every area j has a lower budget limit and an upper one, which are represented by Lj and 

Uj respectively. Every project has a corresponding geographical region, which also have the lower and upper budget limits. 

  

Each project i is represented by a p-dimensional vector
1 2 3( ) ( ), ( ), ( ),..., ( )pf i f i f i f i f i , each ( )kf i  represents the impact of 

project i to the objective k in a problem with p objectives. A portfolio is feasible if it does not exceed the entire budget and the 

constraint for each area j. 

 
The public projects need special handling because they have certain specific characteristics, Fernandez et al. [10][11] list the 

following: 

 The exact requirements for a project to be financed are not known with certainty, there are estimates only. 
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 The effects of the impact of these projects on society generally are not on the short term, because of this characteristic, 
their benefits are difficult to qualify and measure. Thus, one must consider the impact on the individuals of the society 

and keep in mind the economic benefits that would provide to the society. 

 Projects are qualified regularly taking into account multiple conflicting criteria. 

 
The selection of a public project portfolio has many attributes in conflict. Because of the nature of the problem, it has been 

approached by multicriteria algorithms, but most of these algorithms generates a set of solutions that are on the Pareto frontier, 

which is the collection of non-dominated optimal portfolio in PPP, The DM must choose only one of the set of good solutions 
(this problem is the choice problematic of a single action (P.α) formulated by Bernard Roy in [12]). Such a decision depends on 

the base of the DM’s preferences Here, an explication is necessary to justify the automatic selection of a portfolio and verify if 

this selection satisfies the DM criteria. 

 
2.2 Genetic Algorithms 

 
The genetic algorithms belong to the evolutionary algorithms, which generate solutions —or individuals— to optimization 

problems using techniques based on natural evolution. This particular algorithm mimics natural selection of species, in which 

the fittest survive and the unfit die. In these algorithms, the fittest individuals have a high probability to find another individual 

to produce an offspring to pass on a future generation; whilst the less fit individuals have little to almost no probability of being 

chosen. This probability results on the genetics of the best individuals pass on directly to the new generation, these new 

generations —according to natural selection— are increasing their fitness in order to adapt to the environment. In genetic 

algorithms, individuals are representations of possible solutions. The basic principles for a genetic algorithm to function 
properly are described by Beasley [13]: 

1) Coding. The codification of the chromosome, represented by genes, need to have the parameters to construct the 

possible candidate solution. 

2) Fitness function. A fitness function is assigned to each chromosome for classification, which is a numeric value that 

represents how suitable is the individual for the problem to be solved.  

3) Reproduction. On the reproduction phase, individuals are selected to be recombined and populate the next generation. 

For the recombination a crossover between two individuals is performed, e.g., one-point crossover (in which a random 

point is selected to cut the chromosome creating two segments, a head and a tail, an exchange is made to generate a 

new individual, from genetic information of both parents). To introduce new genetic information a mutation is 

produced with a low probability, changing a gene on the chromosome. 

4) Convergence. In each generation as the population evolves with the successive generations, the fitness function of the 

best chromosomes will increase toward the global optimum. A gene has reached convergence, i.e., if certain percentage 

of the current population has this gene in the same position. 

 
2.3 Rough Set Theory 

 
Rough set theory is a tool to address the imperfect, vague and imprecise knowledge [14]. It has characteristics in common with 

the Dempster-Shafer theory of evidence [15]. Rough sets complement the fuzzy sets, as they address the uncertainty in different 

ways. The difference between rough sets and the other approaches is that the rough sets use the upper and lower approximations 

as the main tool and no prior information of the data is needed. Dempster-Shafer theory uses belief functions and the probability 

distribution of the data is required. In addition, the probability value that the fuzzy sets theory needs is not necessary in rough set 

theory [16]. 

 

In the rough set theory all necessary information is obtained from the original data, no additional information is necessary. This 

feature is supported in the conjecture that the available information contains additional knowledge about the universe of 

discourse. The basis of the whole rough set theory is founded on the indiscernibility relation, which describes the objects that 

cannot be discerned with the available information: if the objects have the same information in theirs attributes, they cannot be 

distinguished between them. These indiscernible objects are grouped into sets which constitute elementary sets, and the 

knowledge of the universe is constructed based on such elementary sets. 

 
In an information table there may exist objects which cannot be classified into one concept of interest (it is unknown if these 

objects belong or not to the concept). Rough set theory addresses the uncertainty of the concepts by proposing two accurate 

concepts known as approximations, the upper and lower approximations. The former includes objects that probably can be 

classified into the concept of interest, and the latter cover the objects that clearly are classified on the concept of interest. Rough 



Cruz-Reyes et al. / Reduction of Decision Rules for Project Explanation on Public Project Portfolio. IJCOPI 

Vol. 6, No. 3, Sep-Dec 2015, pp. 5-21. EDITADA. ISSN: 2007-1558. 

 

8 

 

set theory address the vagueness of information with a boundary region (according to the difference between the upper 
approximation with the lower approximation), unlike fuzzy sets that approach the vagueness of information with a membership 

function. 

 

The major employment of the rough set theory includes the following [17]: 

a) Attribute reduction, which is an important data preprocessing step; 

b) rule generation, a process to obtain relevant criteria for decision; and 

c) prediction and recommendation based on historical data. 

 
Given the characteristics of the rough set theory, Pawlak [18] concluded that it can help with: 

a) Introducing efficient algorithms to locate hidden patterns in the data. 

b) Evaluation of the meaning of the data. 

c) A simple formulation to understand. 

d) Direct interpretation of the obtained results. 

 

The basic definitions are outlines in the next paragraphs, based on the definitions described by Pawlak [18,19,20]. 

 

Indiscernibility relation. Denotes a relationship between objects that we cannot discern with the available information because 

the set of objects to compare have the same information in the considered attributes. For an easier comprehension, the basic 

theory of rough sets is defined in the next sections with respect of a data example shown in Table 1. 

 

A data set is the foundation of the data analysis based on rough sets. This data set is called an information system, which is a 

data table with columns form by attributes and rows consisting of objects of interest. In the particular case of a project portfolio 

problem, the rows are the projects requiring evaluation to determine if they are part of the portfolio, whilst the columns are 

formed by the attributes that describe the features of the projects. 
 

In a formal way, an information system is the pair IS= (U, A), where U is the universe of finite and non-empty sets (the projects 

in PPP) and A is a finite set of attributes [19]. For any attribute a A , there is an associate set aV  of its attribute values. The 

table entries are in pairs (x, a), where x U  and a A . For any subset B of A, there is a binary relation I(B) on U, called an 

indiscernibility relation, represented by:  

 

( , ) ( )x y I B if and only if ( ) ( )a x a y for every ,a B  (1) 

 

where ( ) aa x V , is the attribute value a of the object of interest x on the information system. I(B) is an equivalence relation, if 

(x, y) belongs to I(B) then x and y are indiscernible in relation to B. The equivalence classes formed by I(B) are the basic 

knowledge about the information system. They are called B-elementary sets or B-granules. 

 
Table 1. An inconsistent decision table for project support. 

Objects U 

(Projects) 

 

Attributes A 

Impact Poverty Middle Class High Class Supported 

1 High Yes No Yes Yes 

2 Medium Yes No Yes Yes 

3 Low Yes Yes No No 

4 High No No Yes Yes 

5 Low Yes Yes No Yes 

6 High Yes Yes Yes Yes 
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Using data from Table 1, calculating I(B) = I({Impact, Poverty, Middle Class, High Class}) yields the elementary sets {1}, {2}, 
{3, 5}, {4}, {6}, we cannot discern the project that belongs in the same elementary sets, i.e., from the elementary set {3, 5} the 

project 3 and 5 cannot be differentiated using the information obtained from every attribute of B.  

 

Reducts.  On the information systems, there are very often attributes that can be removed and still conserve the same primary 

properties of the original data, formally a reduct is defined by the subset of attributes B such that B A  and ( ) ( )I B I A , where 

( )I B  and ( )I A  are the indiscernibility relations established by B and A. The reducts are used to reduce the information systems 

by the removal of unessential attributes. Finding a minimal reduct (that is, finding the reduct of minimal length) is an NP-hard 

problem, and the problem of generating all reducts is exponential [21]. 

 

Using the indiscernibility relation the redundant attributes can be determined. From the data in the example shown in Table 1, 

we have removed one attribute at a time and calculated the indiscernibility relation, resulting in the following: 

a) I({Impact, Poverty, Middle Class, High Class})={1}, {2}, {3, 5}, {4}, {6}; 
b) I({Poverty, Middle Class, High Class}) = {1, 2}, {3, 5}, {4}, {6}; 

c) I({Impact, Middle Class, High Class}) = {1, 4}, {2}, {3, 5}, {6}; 

d) I({Impact, Poverty, High Class}) = {1, 6}, {2}, {3, 5}, {4}; 

e) I({Impact, Poverty, Middle Class}) = {1}, {2}, {3, 5}, {4}, {6}. 

 

In this case, the only subset of attributes whose indiscernibility relation is the same as the set of a) is the subset of e), that means 

we can remove the attribute High Class because it is redundant and the resulting reduct is shown on Table 2. 

 
Table 2. A reduct obtained from Table 1. 

Objects U 

(Projects) 

Attributes A 

Impact Poverty Middle Class Supported 

1 High Yes No Yes 

2 Medium Yes No Yes 

3 Low Yes Yes No 

4 High No No Yes 

5 Low Yes Yes Yes 

6 High Yes Yes Yes 

 
The decision table from Table 1 is inconsistent since the projects 3 and 5 are conflicting, having the same attributes values and 

different decision, rough sets deals with the problem of inconsistencies with a concept called approximation. 

 

Aproximations. The partition constructed from B, represented by /U B , is the family of equivalence classes I(B), and the 

block of the partition where x is contained is represented by B(x). 

 

There exist instances in which the information at hand is not sufficient to classify all the objects with certainty due of the 
granularity of the knowledge from the information system. For these situations there are two precise crisp sets, defined on sets 

X U  [18]: 

 

 * ( ) : ( ) ,B X x U B x X      (2) 

 * ( ) : ( ) .B X x U B x X    (3) 

 
* ( )B X and * ( )B X  are known as the B-upper and B-lower approximation of X, respectively. The lower approximation is the set 

of all objects which surely can be classified into the concept of interest with certainty, and the upper approximation and the set 
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of all objects that can possibly belong to the concept of interest. With these two approximations the B-boundary region of X can 
be defined as the difference between the upper and lower approximations, formally: 

 

*

*( ) ( ) (X).BBN X B X B   (4) 

 
The boundary region is the set of all the objects which cannot be classified in either the object of interest or its complement; in 

the case —when ( )BBN X   — the set is called rough for being inexact, and the case when ( )BBN X    the set is called crisp 

because it is exact. 

 

Returning to Table 1, we calculate the lower and upper approximation and the boundary region with respect to

 1,  2,  4,  6( )5,  X  because the attribute of interest is Support = Yes: 

a)    * * 1,  2,  4,  5,  6 1,  2,  3,  ( ) 4( ) ;,  5,  6B X B   

b)    * * 1,  2,  4,  ( ) ( )5,  6 1,  2,  4,  6 ;B X B   

c)        1,  2,  4,  5,  6 1,  2,  3,  4,  5,  6 1,( ) ( )  2,  4,  6 3,  5B BBN X BN    }, the boundary region is not empty; ergo, 

this is a rough set because it is inexact. 

 
Decision Tables. A decision table is an information system which clearly can be divided into two disjoint classes of attributes: 

the condition and decision attributes. It is formally represented by IS (U, C, D), where U is the universe of discourse, C is the set 

of condition attributes and D is the set of decision attributes, where C D A  . 

 

Table 1 shows an example of a decision table that have to do with project support. Impact, Poverty, Middle Class and High 

Class are the condition attributes, and Support is the decision attribute. In this case, the object of interest as before is if the 

project is supported, namely the attribute Support with the value “Yes”. We want to give an explanation of characteristics of the 

favored projects, in this case the set of objects {1, 2, 4, 5, 6}. 

 

With the current decision table, the projects 3 and 5 cannot be classified with certainty as supported or not. Because those 

projects have the same condition attributes and a different decision attribute, they can possibly be classified as supported or not, 

and such a condition entails an inconsistent data table. Whilst projects 1, 2, 4 and 6 can be classified —with certainty— as 

supported. 

 

Decision Rules. The decision rules are used to outline the correspondence between the condition attributes with the decision 

attributes. The decision rules are frequently used to show the knowledge derive from a decision table. 

 

Each object or fact is taken as a decision rule, which are frequently stated as logical expressions [22] of the form IF-THEN-

ELSE. The first part of the expression contains the decision attributes with its respective values, and the THEN expression is the 

decision attributes, i.e., the decision rule of the first object of Table 1 is: “IF (Impact=High and Poverty=Yes and Middle 
Class=No and High Class=Yes) THEN (Support=Yes)”. Decision rules are easy to understand; thus they are used commonly as 

a technique of knowledge representation. 

 
However, the attributes of an information system can be frequently removed. By such a reduction, the decision rules can be 

easier to understand as a result of a less number of “IF” clauses in each rule. Here, the most challenging issue is to find the 

minimum reduct that helps to further reduce the clauses. 

 
Rough Set Frameworks. Several frameworks for the study of the rough set theory have been developed, like ROSE (Rough Set 

Data Explorer), ROSETTA (Rough Set Toolkit for Analysis of Data) and RSES (Rough Set Exploration System). The last 

framework is a free software tool that is considered to provide a stable platform for experimentation with data, such as 

exploration, classification support and knowledge discovery. Riza et.al [23] made an overview and comparison of these 

frameworks, and we briefly describe below one of them. 

 
The framework RSES contains a library of methods based on the rough set theory. RSES algorithms are categorized into two 

groups: (1) algorithms to handle data structures of the library, and (2) algorithms focused on operations based on the rough set 

theory. The main types of algorithm — for experimentation — in this software are [24]: 
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 Reduction algorithms to calculate the reducts for a given decision table. The reducts can be exhaustively computed or 
by means of approximation algorithms and heuristic approaches. With the calculated reducts, the decision rules can be 

constructed. 

 Discretization algorithms to transform the values of a decision without losing its classification characteristic. 

 Classification algorithms that use the decision rules to obtain a decision value. 

 

3. Proposed Methodology 

 
In this section, the proposed methodology for obtaining project explanations on public project portfolio is detailed. Figure 1 

shows the complete methodology, ranging from obtaining preferential information to the calculation of the reduced decision 

rules. An overview of the process is presented as follow: 

1. First, we have to obtain the preferential information of the organization, these preferences are necessary for the 

selection of the appropriate multicriteria algorithm. 

2. With the correct selection of the multicriteria method using the preferential information, we obtain the set of portfolios 
to be presented, which is reduced to a set that matches the DM’s preferences. One of these multicriteria methods is 

presented by Fernandez [25], which generates a set of good solutions in the region of interest of the DM.   

3. In the recommendation subsystem, there is a set containing the possible portfolios to recommend for the DM, such 

portfolios are used by the reduct generation algorithm. 

4. A transformation of the portfolios to a decision table is performed. This tabular representation is necessary to work 

with the rough set method. The calculation of the reducts is made from the decision table in order to generate a reduced 

decision table through reducts generated with a genetic algorithm.  

5. By means of an exact method, we work with the new reduced decision table to make the number of attributes in the 

rows decrease (value reduction). The number of attributes is diminished, rule by rule, reducing the quantity of clauses 

in each rule. 

6. Using a small set of rules on the projects conforming the portfolio (which projects were supported and which were not), 

we can summarize the information about the construction of the portfolio and verify how close or far the portfolio is to 

the policies of the organization. This is a critical issue in helping the DM to make a decision. 

7. The process of recommending a justified portfolio may terminate when the DM is faced with the justification. At this 

point, (s)he can make an introspection by seeing the summary of the characteristics of the projects in the recommended 

portfolio, and —on the basis of such information— there is a possibility that the DM is not satisfied with this portfolio. 

The DM may update his/her preferences and make reassessment the attribute values of some projects. The option to 
perform these updates is currently a work in progress, the process should be repeated if the DM changes his/her 

preferences, and —by this mean— a new justification (on how the new recommended portfolio is conformed) is 

obtained. 

 

 



Cruz-Reyes et al. / Reduction of Decision Rules for Project Explanation on Public Project Portfolio. IJCOPI 

Vol. 6, No. 3, Sep-Dec 2015, pp. 5-21. EDITADA. ISSN: 2007-1558. 

 

12 

 

Fig. 1. Proposed methodology for a project portfolio recommendation with simplified decision rules. 
The main contribution of this methodology is the simplification of decision rules via a hybrid algorithm that consists of two 

phases: 

a) a genetic algorithm to generate the reducts, and 

b) an exhaustive calculation of the decision rules with an exact method, using the reduced decision table generated by the 

genetic algorithm. 

 
3.1 Generating Reducts  

 
An information table with all its attributes can be very extensive and —as a consequence— hard to follow. To mitigate this 

drawback, it is important to identify those attributes whose information could be removed without affecting the effectiveness for 

classifying. With this objective in mind, a genetic algorithm is used to the calculation of reduced decision tables. Both the 

fitness function and the concept of distinction table were taken from Wróblewski [26], which performs a transformation of an 

information table into a new table with a binary structure in order to formulate the fitness function of the genetic algorithm, as 

described in Section 3.2. 

 
Table 3. A consistent information table. 

Projects Attributes 

Impact Poverty Middle Class High Class Support 

P
1
 High Yes No Yes Yes 

P
2
 Medium Yes No Yes Yes 

P
3
 Low Yes Yes No No 

P
4
 High No No Yes Yes 

 

The distinction table is a binary matrix of dimensions  
2

1
2

m m
N

 
  

 
; here, the first dimension refers to all possible pairs of 

projects to compare, where m is the number of projects in the information table; and the second dimension refers to the number 

of attributes, where N is the number of condition attributes (the decision attribute is also considered in the term “plus one”). A 

distinction table entry is of the form a(( , ), )j k i , which is the comparison for the pair of projects ( , )j kx x  in its attribute ia . 

Thus, the entries are formulated as follows: 

 

 for  1,2,3,..., :

1 if ( ) ( ),   
     a ( , ),

0 if ( ) ( ),   

1 if ( ) ( ),   
     a ( , ), 1

0 if ( ) ( ).  

( )

( )

i j i k

i j i k

i j i k

i j i k

i N

a x a x
j k i

a x a x

a x a x
j k N

a x a x




 




  



 

(5) 

 

An example of the structure of a distinction table is shown in Table 4, which is the result of using Equation 5 on the information 

table presented in Table 3. The constructed genetic algorithm works with the newly created distinction table of binary inputs. 
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 Table 4. The resulting distinction table of transforming the decision table shown on Table 1.  

 

 

Projects 

 Pairs 

Attributes 

Impact Poverty Middle Class High Class Support 

P
1,
 P

2
 1 0 0 0 1 

P
1,
 P

3
 1 0 1 1 0 

P
1,
 P

4
 0 1 0 0 1 

P
2,
 P

3
 1 0 1 1 0 

P
2,
 P

4
 1 1 0 0 1 

P
3,
 P

4
 1 1 1 1 0 

 
3.2 Genetic Algorithm 
 

The genetic algorithm used has the following characteristics: 

 a static number of generations (100), 

 an initial population of the 10% of the total size of the distinction table, 

 an one-point crossover operator applied to 10% of the population, and 

 a mutation rate of 1% (bit-flip mutation). 

 

Coding. Figure 2 shows the representation of a candidate solution r, which is a binary representation, in which the attributes 

considered within the reduct are represented by 1s; whilst the attributes that are not considered are represented by 0s. 

 

 
Fig. 2. Representation of a candidate solution. 

 

 

Fitness Function. The fitness function we used is the expression proposed by Wróblewski [26]: 

 

( ) .r rN L C
F r

N K


   

(6) 

This fitness function search for a compromise between the number of attributes and the covering of rows of the reduct 
(classification power) The first term of Eq. (6) focuses on minimizing the number of attributes and the second term tries to 

maximize the accuracy of the decision (or classification in machine learning). In Eq. (6), N is the total number of attributes in 

the candidate solution, Lr is the number of 1s in the solution, Cr is the quantity of covered rows according to the candidate 

solution, and K is the number of combinations of pairs of projects (number of rows). 

 

Genetic operators. The initial population is taken randomly from the distinction table, 10% of the total number of pairs of 

projects is used. The individuals in the population are ranked —in descending order—according to their score on the fitness 

function We applied the one-point crossover on the parents, the selection of these individuals is made in two parts:(1) to add 
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diversity, the first individual is selected at random, and (2) the second parent is selected by strictly following the order of the 
population ranking, i.e., the first pair of individuals are the first element of the population (the one with the best fitness function 

at that time) and another one picked at random; for the second pair: the first parent is the second best individual according to the 

ranking and the other parent is one that is randomly selected, and so on. The resultant offspring is mutated (using bit-flip)  with 

a probability of 1% . 

 

In each generation, all of the fitness-function results —from the offspring— are maintained to compare them with the current 

generation; if necessary, solutions with a lower score than the offspring are replaced, by removing them and adding  the best 

members of the offspring. At the end of the evolutionary process, the reduct solution is the candidate with the highest score. 

 
3.2 Value Reduction 

 
The simplification of a decision table is regularly done in three steps: the calculation of reducts, the elimination of equivalent 

rows, and the reduction of rules, which is called value reduction. We want to produce the minimum number of clauses 

(conditions), so the same decisions can be concluded on a smaller number of conditions. Through this value reduction, we 

generate a set of relative reducts —not by columns— but for each individual row with respect to decision classes. The method 

we used for the value reduction is called semantic [27] and is presented in Algorithm 1. 

 

Algorithm 1. Algorithm for value reduction  

INPUT:  A decision table: IS(U,C,D) 

OUTPUT: A minimal decision algorithm MD(U,C,D) 

1. Set Fx =  , Gx =  , Redx =   

2. For each project x  U do 

3. Gxd=calculate_family(x, d) 

4.   for each attribute c  C do 

5.   Fxc = Fxc  calculate_family(x, c) 

6.  for n=1 to C.size 

7.    for all combinations y = C – n_attributes do 

8.     F'x = Fx 

9.    F'x = F'x - F'xy 

10.    if compare(F'x, Gxd) 

11.     Redx = C - y 

12. For each project x  U do 

13. MD=MD (Select_Random (Redx)) 

// Select only one reduct alternative per decision rule  

14. Group_Equivalent (MD) 

// For simplification, equivalent rules can be grouped  

15. return MD 

 

Let suppose a decision table already reduced with the calculation of reducts generated by the genetic algorithm, and further 

reduced with the elimination of equivalent rows. 

 
Table 5. An example of a decision table for project support. 

Objects U 

(Projects) 

Attributes 

Funding Poverty Impact 
Middle Class 

Impact 
Support 

1 High High Low No 

2 High Low High No 

3 High Low Low No 

4 Low High High Yes 

5 Low High Low No 

6 Low Low High No 
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7 Low Low Low No 

In Table 5 the set of condition attributes is {Funding, Poverty Impact, Middle Class Impact} and the decision attribute is 

{Support}. We begin the reduction of redundant values of the set of condition attributes for every decision rule. The problem 

can be formulated as follows: 

 

Let 1{ ,..., }nF X X , the family of attributes of the object X, where iX U , we need to find all subfamilies G of attributes,

G F . We generate the combinations of attributes removing one attribute at a time, such that nG X  where nX  is the 

family of attributes of the decision attribute on object X. For the sake of illustration, we below compute all subfamilies G for the 

first decision rule (object) of Table 4. 
 

First, we describe F for the first decision rule: 
_{[1] ,[1] ,[1] }Funding Poverty Middle CF   (e.g., [1] {1,2,3}Funding  ), which is the set of all 

the objects that have the same attribute value of the pair (1, Fund), comparing only the attribute “Fund”. For all the condition 

attributes on the first decision rule, the family is {{1,2,3},{1,4,5},{1,3,5}}F  . The next step is find all the subfamilies G by 

removing one attribute at a time, such that [1] {1,2,3,5,6,7}SupportG   , which is the decision attribute. In this case, there are 

six subfamilies: 

 

G1. [1] [1] {{1,2,3} {1,4,5}} {1} [1]Funding Poverty Support    

G2. 
_[1] [1] {{1,2,3} {1,3,5,7}} {1,3} [1]Funding Middle C Support    

G3. 
_

[1] [1] {{1,4,5} {1,3,5,7}} {1,5} [1]
Middle CPoverty Support    

G4. [1] {1,2,3} [1]Funding Support   

G5. [1] {1,4,5} [1]Poverty Support   

G6. 
_

[1] {1,3,5,7} [1]
Middle C Support   

 
Once all the subfamilies of the first decision rule have been evaluated, five subsets are considered reducts; in this case, the 

reducts with less attributes are taking into consideration, because these subsets are contained into the reducts with more 

attributes (we are searching for the minimum number of rules). In a similar way, the value reduction for the remaining decision 

rules of the table can be performed. Table 6 is the result of the calculation on all the decision rules. It is important to note that 

the minimal decision rules (1 and 1') were determined with the value reduction of G4 and G5, respectively. 

 
Table 6. The reduced decision rules from using Table 5.  

 
Objects U 

(Projects) 

Attributes 

Fund Poverty Impact 
Middle Class 

Impact 
Support 

D
ec

is
io

n
 R

u
le

s 

1 High - - No 

1' - - Low No 

2 High - - No 

2' - Low - No 

3 High - - No 

3' - Low - No 

3'' - - Low No 

4 - High High Yes 

5 - - Low No 

6 - Low - No 

7 - Low - No 

7' - - Low No 
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We can see from Table 6, that decision rules 4, 5, 6 only have one reduct, decision rules 1, 2 have two reducts and decision rule 

3 has three reducts. We must choose only one reduct per rule; but, in this case, there are 2 2 3 1 1 1 2 24       alternative 

combinations. In Table 7, to further explain the value reduction process, we show one alternative solution for this example. 

 
Table 7. An example of a decision algorithm chosen from Table 6. 

Objects U 

(Projects) 

Attributes 

Fund Poverty Impact 
Middle Class 

Impact 
Support 

1 - - Low No 

2 - Low - No 

3 - Low - No 

4 - High High Yes 

5 - - Low No 

6 - Low - No 

7 - - Low No 

 
Table 7 can be reduced by grouping equivalent rules to generate a minimal decision algorithm, which is a set of decision rules. 

Decision rules 1, 5, 7 are equivalent as well as decision rules 2, 3 and 6. Therefore, we grouped equivalent rules, and the 

resultant groups are displayed in Table 8. 

 
Table 8. The reduced decision algorithm from Table 7. 

Objects U 

(Projects) 

Attributes 

Fund Poverty Impact 
Middle Class 

Impact 
Support 

1,5,7 - - Low No 

4 - High High Yes 

2,3,6 - Low - No 

 
With this reduction, in Table 8 we have only three rules, with seven clauses (attributes) in total. Without such a reduction, we 
would have seven rules with four clauses each one (see Table 5). We have used this method in conjunction with the genetic 

algorithm to simplify a decision table. The genetic algorithm generates the reduced decision table, whichs is the input for the 

exact method described in this section. The resulting minimal decision rules for the data example of Table 5 (taken from Table 

8) are: 

1) IF (Middle Class Impact = Low) THEN Support = No, 

2) IF (Poverty Impact = High and Middle Class Impact = High) THEN Support = Yes, 

3) IF (Poverty Impact = No) THEN Support = No. 

 

4. Experimental Design 
 

The methodology and the working environment used for experimentation and evaluation of our proposal are described in this 

section. 

 
The characteristics of the computer equipment are the following:  

 Operating system: Windows 8.  

 Processor: Core i7-2600 to 3.06 GHz 

 RAM: 8GB Ram, 

 Programming environment: Netbeans 8.0.2. 
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We have divided the experimentation in two phases: 

1. Machine Learning Instances. There are many repositories of machine learning instances available for the scientific 

community for experimentation. We have used these instances to evidence the effectiveness of the methodology in 

terms of accuracy when removing attributes and reducing clauses for the value reduction. We have also used instances 

that are well known in the machine learning community for attribute selection. 

2. Case of study: Project Portfolio Instance. To our knowledge, there is no repository of standard instances for project 

portfolio experimentation. Once we have proved the methodology works well with the machine learning instances, we 

have the confidence that our proposal can be applied on an instance of project portfolio for generating the justification 

of the recommendation. 

 

4.1 Experiment 1: Machine Learning Instances 
 

The instances used for this experimentation were taken from the UCI Repository of Machine Learning Databases [28]. This 

repository is widely accepted in machine learning experiments by the scientific community and some instances from UCI are 

used on related works [29, 30, 31] on attribute reduction. For this reason, we have measured the classification accuracy of our 

method via these instances. 
 

Table 9 shows three pairs of columns with the classification percentage (accuracy) and the number of attributes (size). The first 

pair considers the original instances (as found in the UCI repository). In the second pair the attributes that are not in the reducts 

(that were generated by the genetic algorithm) were removed. Finally, the third pair is similar to the second column, but the 

framework RSES (described in Section 2.3) is used here. 

 
Table 9. Comparison of RSES and our genetic algorithm for reduct calculation. 

Instance 

Attributes 

Originals Reduced-Gen Reduced-RSES 

Accuracy Size Accuracy Size Accuracy Size 

Balance-scale.txt 76.64 4 76.64 4 76.64 4 

Balloons (a+s).txt 100 4 100 2 100 2 

Balloons (y-s+a-s).txt 62.5 4 56.25 3 62.5 4 

Breastcancer.txt 75.5245 9 66.7832 4 75.5245 8 

Car.txt 92.3611 6 93.2275 5 92.3611 6 

Diabetes.txt 73.8821 8 64.7135 1 63.8021 3 

Hayes-roth.txt 80.303 4 80.303 3 80.303 3 

Heart.txt 76.6667 13 70.7407 2 72.5926 3 

Iris.txt 96 4 94 1 96 3 

Lenses.txt 79.1667 4 79.1667 3 79.1667 4 

Lymphography.txt 77.027 18 77.7027 4 75.6757 6 

Monks1.txt 75 6 75 3 75 3 

Monks2.txt 90.0463 6 90.0463 6 90.0463 6 

Monks3.txt 100 6 100 3 100 3 

Satellite_tst.txt 83.65 36 76.2 3 82.4 6 

Shuttle-landing.txt 53.3333 6 53.3333 2 53.3333 4 

Soybean-small.txt 97.8723 35 95.7447 3 100 2 

Spect.txt 82.7715 22 83.5206 10 83.5206 17 

Tic-tac-toe.txt 84.5511 9 81.2109 6 83.5073 8 

Vote.txt 96.3218 16 96.092 5 96.3218 9 

 

The classification accuracy was obtained by using the Weka software in its Weka Explorer option, which has an option for the 

preprocessing of data; hence, attributes can be removed from instances to perform the classification of the objects. All the 

attributes that the genetic algorithm considered removable were selected and deleted in the preprocessing of Weka (see Fig. 3). 

In the same way, the preprocessing of the RSES attributes —that were found disposable— was made. 
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Fig. 3. Start screen of the Weka Explorer option within the Weka software; the Car instance from the UCI repository is loaded. 

 
Table 10 shows a comparison of the average number of clauses and rules using the decision tables generated by the genetic 

algorithm with the value reduction method. The first two columns have the number of rules and clauses in the decision rules that 

were reduced only by columns with the genetic algorithm (these columns are labeled “Reducts”). The third and fourth columns 
shows the average number of clauses and rules of the decision tables that have been reduced by the value reduction method (we 

called it “Reducts + Value Reduction”). Thirty runs were performed per instance.  

 
Table 10. Number of decision rules before and after the value reduction. 

Instance 

Decision Rules 

Reducts Reducts+Value Reduction 

Rules Clauses Rules Clause 

Balance-scale.txt 625 3125 303 1335 

Balloons (a+s).txt 20 60 3 7 

Balloons (y-s+a-s).txt 16 64 3 9 

Breastcancer.txt 286 1430 117 449 

Car.txt 1728 10368 79 440 

Diabetes.txt 768 1536 427 854 

Hayes-roth.txt 132 528 21 78 

Heart.txt 270 810 207 489 

Iris.txt 150 300 38 79 

Lenses.txt 24 96 4 14 

Lymphography.txt 148 740 58 504 

Monks1.txt 432 1728 22 83 

Monks2.txt 432 3024 34 184 

Monks3.txt 432 1728 12 35 

Satellite_tst.txt 2000 8000 1172 3740 

Shuttle-landing.txt 15 45 5 12 

Soybean-small.txt 47 188 6 14 

Spect.txt 267 2937 95 445 

Tic-tac-toe.txt 958 7 173 924 
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Vote.txt 435 22185 34 125 

The experiments were validated statistically with the Wilcoxon test using a significance level of 0.05. According to the 

experimental results reported in Table 9, there is no significant difference on the classification accuracy. However, with regard 

to the number of attributes there is a significant difference, the experimental results in Table 10 demonstrate that the reduction 

on rules and clauses are significantly different. 

 
4.2 Project Portfolio Instance 
 

The decision rules are used to outline information to the DM on how the recommended portfolio was constructed. These rules 

are not used to create knowledge but to describe it. We have used an instance with 100 projects and five atrributes of the public 

portfolio problem; the decision attribute is generated using the multicriteria algorithm described by Fernandez [25].  

 

Instead of having the 100 rules (one for each project), by applying our reduction methodology the knowledge on how the 

construction of one portfolio is made can be explained by 48 rules only. In addition, these 48 rules are reduced in the number of 

clauses (attributes) having an average of 236 rules. Some of such rules are presented in Table 11. The table has five condition 

attributes: Cost (funding cost of the project), PD (people in poverty directly benefited), PI (people in poverty indirectly 

benefited), LCD (people of the low class directly benefited), LCI (people of the low class indirectly benefited). The value of the 

Decision attribute of this table is generated by doing an analysis of the resulting rules and inducing a conclusion.  

 

Why certain projects are rejected or accepted is explained with these attributes. In Table 11, “Not significant” means that those 

attributes were removed during the attribute reduction.  The code and all files of the case studies are available for reproduction. 
 

Table 11. Example of minimal decision rules for 100 projects and 5 attributes. 

Condition Attributes 
Decision 

Cost PD PI LCD LCI 

Not 

significant 

Low 

Impact 

Average 

Impact 

 

Not 

significant 

Not 

significant 

All projects with these 

attributes are not 

supported. 

High Average 

Impact 

Not 

significant 

Not 

significant 

Not 

significant 

All projects with these 

attributes are not 

supported. 

Average High 

Impact 

Low Impact Low Impact Low Impact Half of the projects with 

these attributes are 

supported. 

Average  Very 

High 

Impact 

High Impact Not 

significant 

Not 

significant 

Support all projects with 

this attributes 

High Very 

High 

Impact 

Very High 

Impact 

Not 

significant 

Not 

significant 

Support all projects with 

these attributes. 

 
With this information we can explain how the construction of the portfolio is done. Then, we can summarize the decision policy 

for the supported projects and verify if these conclusions match the DM’s preferences. With this knowledge the DM can infer if 
the recommended project portfolio (which was chosen from the set of good portfolios) satisfies his/her beliefs. By the proposed 

hybrid methodology, a significant reduction of the clauses of the decision rules is reached without any significant impact on 

classification accuracy.  

 

We believe that the information of the decision rules would be a great asset in the dialogue framework that we proposed in [32], 

particularly during a direct interaction with a DM to: (1) satisfy his/her enquiries on how the portfolio was chosen, (2) explain 

why a particular project is supported or not, and (3) clarify his/her preferences. 

 

5. Conclusions and Future Work 
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In this paper, a methodology is proposed to help the DM with the problem of choosing a recommendation among a set of 
alternatives. The experimental evidence shows that the decision table is effectively reduced through a hybrid rough set-based 

method, which makes easier to understand the summary of a public project portfolio to support.  

 

Under the conditions of uncertainty and vagueness, it is required a model of effective justification that fits the nature of the 

problem and the users. With the reduced decision table —by columns and rows— we can give a valid explanation. Departing 

from the results, we have concluded that the hybrid combination of a heuristic genetic algorithm followed by and exact method 

give satisfactory results (in terms of the number of total decision rules and clauses). Moreover, an acceptable accuracy is kept, 

which was statistically verified. 

 
As future work, we are going to:(a) modify the genetic algorithm (by setting other types of genetic operators), (b) implement a 

multi-objective function, (c) make changes in the exact method to create an approximation algorithm (with the objective of 

reducing the run time), and (d) improve the random selection of one recommendation among a set of good solutions (i.e. the DM 

can point some projects that (s)he wants to support, and the framework have to discard the solutions that do not have those 

projects). 
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