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Abstract. Parking lot systems based on computer 

vision have been used frequently in recent years to 

improve vehicle traffic on urban areas. These systems 

provide information about the availability of a 

parking place, furthermore these systems contribute 

for a better organization and to reduce the time to 

looking for a free space. One of the main challenges 

for these systems is the occlusion effects that occur 

frequently due to the location of the cameras in the 

parking lots. In this paper, we present a method for 

available parking place detection, where we 

contribute with a mechanism to reduce occlusion 

effects that consists of feature extraction using ICM 

based on input image separation. The results shows 

that our contribution significantly reduces the noise 

generated by occlusion effects. The proposed method 

was evaluated by our dataset and an external dataset, 

where the experiments results achieving up 0.98 

accuracy. 
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1 Introduction 

 
The detection of available parking slots is commonly used in parking assistance systems, which provide 

information to users about the availability of a place. Also contribute to improving the vehicle flow and 

organization within the parking lot on the system which is implemented. 

 

Parking space detection systems based on computer vision have been increasingly used because it does not 

demand high maintenance costs or the physical implementation of sensor within a parking lot. However, these 

systems often present some inconveniences. Some of these, correspond to the changes of illumination that occur 

throughout the day, shadow effects, color variation in cars, and occlusion, where these inconveniences are 

commonly presented in outdoor parking lots. Occlusion and changes of illumination introduces information 

that does not represent the object of interest, due this, mistakes may be presented during the classification. 
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The detection of available parking places turns a difficult work when these inconveniences are presented. 

Methods proposed in the state of art try to decrease these effects by applying different paradigms, some of these 

corresponds to use of characteristics than present low susceptibility to changes of illumination, i.e., texture 

features, HOG, edge detection, background subtraction, however, these features present high susceptibility 

when occlusion occurs, in this case, frequently the region or object affected by occlusion is not considered 

because this causes errors in detection.  

 

A method that try to reduce the effects of the changes of illumination is presented in [1], where is proposed a 

method to obtain the characteristics of cars using Histogram of Oriented Gradient (HOG), and for classification, 

a set of Support Vector Machines (SVM) with linear kernel are combined using AdaBoost algorithm, this 

method presents low susceptibility to scale, low illumination and color variation, however, this algorithm 

demands a high computational cost and can present susceptibility to occlusion effects. 

 

Other method that reduces the changes of illumination is based on corners and edges detection, corresponding 

to the marks that delimit the parking spaces, as is the case of [2], in which the Harris corner detector is used, 

this method is robust to different parking space types, but it is necessary that the markings of the parking spaces 

kept correctly painted.  

 

The proposed system for parking lot occupancy detection in [3], consists of the generation of region of interest 

(ROI) manually, then the subtraction of the background to each ROI, and for object recognition, the HOG and 

Scale Invariant Feature Transform (SIFT) are employed, to improve the classification results, YUV, HSV and 

YCrCb color spaces features are attached; the classification process is based on the comparation of the features 

with a default threshold, this method presents high performance on homogeneous lighting, although, accuracy 

decreases in the presence of shadows. 

 

The study presented in [4] consist of the use of Convolutional Neural Network (CNN) for the extraction of 

characteristics, and for classification the SVM algorithm is used, this method presents low susceptibility under 

different weather conditions like rainy, sunny, and cloudy, although, objects with the presence of shadow or 

occlusion effects are wrong detected. 

 

In [5], is proposed an approach based on Dilated Convolutional Neural Network designed for detecting parking 

space occupancy in a parking lot, called CarNet,this method presents a good performance when training on a 

certain dataset and testing on an different dataset, but when it is validate with the same dataset the performance 

decrease. 

 

In [6] is presented a method for real-time car parking occupancy detection that uses a Convolutional Neural 

Network (CNN) implemented in a board of a smart camera with limited resources, the results present high 

accuracy, even in presence of light variation and shadows, however, when an empty parking space is partially 

occluded, it can be detected by an occupied parking space. 

 

An unique parking vacancy slot detection method is proposed in [7], where a Faster R-CNN is used for vehicle 

detection; the detection process consists on marking all possible parking slots manually, and each mark is 

considered as occupied if and only if it is inside the rectangle of the vehicle detected by Faster R-CNN; this 

method shows an efficient performance, nevertheless, the system do not behave good for occluded vehicles. 

 

Occlusion into outdoor parking lots is difficult to predict when it occurs, because it depends on different 

variables such as, pedestrians walking over parking spaces, structures that covers regions of the captured image, 

cars wrong parked, and many others. However, sometimes occlusion may not cover whole object, and is 

possible to obtain the characteristics that represents it to be detected effectively by not considering the region 

occluded, this can be possible when the object is not covered by at least 40%.  

 

In this paper, we propose a method for available parking space detection that reduces the noise effect introduced 

by the occlusion presented in images of Regions of Interest (ROI) up to 40% of occlusion. The proposed method 

is based on the semi-automatic generation of ROIs, time signal generated by ICM image separation method 

used for feature extraction, Principal Components Analysis (PCA) algorithm for feature reduction, and for 

classification we employed K-Nearest Neighbor (KNN), weighted K-Nearest Neighbor (wKNN), and Radial 
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Basis Function (RBF), these classifiers were combined by voting ensembled method. Our method was tested 

by using our dataset and rainy condition images from PKLot dataset, from these datasets we designed three 

experiments to evaluate our proposed method, first experiment consists of use our dataset, on the second 

experiment we use a hybrid dataset that consist of combine images of our dataset and PKLot dataset, and the 

third experiment consist of to use rainy conditions images from PKLot dataset. The experiments were evaluated 

by k-fold cross validation, where the best reached result shows an accuracy over 0.98. 

 

 

2 Methodology 

 
The proposed method has the intention to be implemented in a parking assistance system to help improve the 

organization in a parking lot, showing to users in the access area the number of available parking spaces, so that 

they can decide if accept or decline go into the parking lot, thus avoiding spending time searching an available 

parking space when there is not, and helping to identify an available parking space when there is, also this can 

improve the traffic flow into the parking lot. The parking lot images were not captured with a calibrated camera 

(a special camera located strategically to capture pictures or video of the parking lot), instead these were 

captured by hand with a smartphone camera that lets to capture pictures with size of 3264x2448 pixels, these 

images were resized to VGA. 

 

This method is planned to work with outdoor parking lot images, where different inconveniences can be 

presented, e.g., occlusion caused by structures outside the parking lot or people walking into the parking spaces; 

changes of illumination that can occur along the day, such as shadow effects that can cover the regions of 

interest and flashes on the windshield of cars and on the parking lot floor. 

 

The operation of the proposed method is based on a static parking lot image as an input and returns the same 

image with the identification of the available and occupied parking spaces. The methodology proposed to 

identify the available and occupied parking spaces is shown in figure 1, it is based into four main steps: (a) 

generation of regions of interest, (b) feature extraction based on ICM image separation method, (c) feature 

reduction by PCA and (d) classification by ensembled method.  

 

 

 
 

Fig. 1 Methodology proposed. 

 

Figure 2 presents the proposed algorithm for available parking spaces detection in a parking lot image, it 

requires as input parameters, the parking lot image 𝐼𝑟𝑔𝑏  with a VGA size, and the 𝑚 sub-images to separate the 

input image, the result (𝐼𝑟) is the same input image 𝐼𝑟𝑔𝑏  with the identification of the parking spaces as the 

methodology shows, where bounding boxes marked with red color represent occupied spaces, while those are 

marked with green color represent available spaces.  
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Fig. 2. Proposed algorithm for parking space detection. 

 

Steps 1 and 2 in the algorithm consist of copy input image (𝐼𝑟𝑔𝑏) and convert it to grayscale (𝐼𝑔). Then ROIs in 

𝐼𝑔 are generated in step 3, these are appended into a list where each ROI represents a stimulus image (𝑆). Step 

5 consists of to apply the image separation to 𝑖-th ROI, here sub-images (𝑆𝑚) are produced. In step 6, time 

signal characteristic vector (𝐺) for each sub-image (𝑆𝑚) is computed, obtaining the set 𝐺𝑚 which contains the 

time signals for each 𝑆𝑚 generated in the previous step. In step 7 is computed the general feature vector called 

𝐺′ that is produced according to the information in 𝐺𝑚. Next, in step 8 𝐺′ is normalized between 0 and 1, then 

feature reduction is applied to it, and are chosen the first two principal component to obtain 𝑥 vector. In Step 9, 

machine learning algorithms RBF, KNN and wKNN are employed to classify 𝑥, classes (𝐶𝑅𝐵𝐹 , 𝐶𝐾𝑁𝑁 , 𝐶𝑤𝐾𝑁𝑁) 

obtained by each classifier are append into a list. Classifiers results are ensembled by voting method in step 10, 

where the class that has more than the 50% of votes into the elements of the list generated in previous step is 

chosen, it is represented by 𝑝. In the remaining steps (11 to 16), if 𝑝 is equal to 0 then 𝑖-th ROI is identified as 

an occupied space, and if 𝑝 is equal to 1 then 𝑖-th ROI is identified as an available space, both identifications 

are marked in the image 𝐼𝑟 , also can be created a counter for count each available and occupied spaces 

identification. The main steps of the proposed method shown in figure 1 are described below.  

 
2.1 Generation of regions of interest 

 
The method for generating regions of interest (ROI) is based on the parking lot morphology presented on the 

images in our dataset. The morphology of the parking lot is shown on (a) in the figure 3, where there are three 

areas: upper parking area, lower parking area and transit area. According with this, the process for ROI 

generation consists of dividing into three rows the image to generate upper, transit and lower areas. The height 

of the upper and lower areas is set according to the size of the parking area (in pixels), and the transit area is 

not considered, therefore, only upper and lower areas remain, this process is shown on (b) in figure 3. Then, 

upper and lower parking areas are divided into the quantity of parking slots that can be contained within each 

area, this process is shown on (c) in figure 3. 

 

To exemplify this process, consider the parking lot image presented on (a) in figure 4. According with the first 

step, this image is divided into three rows generating upper, transit and lower areas, then, upper and lower areas 

are divided into columns according with the number of parking slots considered that could be contained in each 

area, in such a way that each column can generate a box that contains a parking space. The image presented on 

(b) in figure 4 presents the result of this process, where the upper area is divided into seven and lower into four, 

because with this configuration is possible to contain a parking space in each box. The number of columns is 

the parameter that lets to generate the ROIs, and this is set according to the frame obtained. 
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Fig. 3 Localization of regions of interests: (a) morphology of the parking lot; (b) upper and lower parking areas; (c) ROI 

generated 

 

   
Fig. 4 ROIs localization; (a) rows generation; (b) bounding boxing generation. 

According to the parking lot structure, a region that must not be considered can be present as the image on (a) 

in figure 5 shows, where the red box shows the parking lot entrance, therefore, the ROIs generated into this 

region must not be considered. For this, a parameter is stablished manually to indicate that some ROIs must be 

ignored into each area generated (upper and lower), the value of this parameter was stablished according with 

previous tests. For the case of the image presented on (a) in figure 5, is stablished that the first three ROIs (from 

left to right) of the upper area must be ignored, the result of this process is shown on (b) in figure 5, that presents 

the ROIs generated. ROIs generated are append into a list to be employed in the next step. 

 

 
Fig. 5 Results to apply the proposed method for ROI localization. 

 
2.2 Feature extraction 

 
In this step, ROIs generated previously are received and feature extraction process is applied for each one to 

obtain its characteristics vector. The proposed method for feature extraction is based on the Intersection Cortical 

Model (ICM) proposed by Ekblad in [8], it is a Pulse-Coupled Neural Network (PCNN) special case, where β 

parameter value of the Linking field is set to 0, as a result, the ICM does not receive Linking field information 

and reduces the quantity of the parameters to 3 [9], [10]. PCNN is considered as 3rd generation neural networks 

due not require a training phase instead these need a correctly adjust to their parameters to obtain a desired 

output. An ICM neuron representation is shown in figure 6, where the parameters to adjust (𝑓, 𝑔, ℎ) are 

highlighted in red. 
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Fig. 6 ICM neuron representation. 

If the stimulus (𝑆) is an image, then the neural network will have as many neurons as pixels the image contains. 

ICM model is given by the following equations: 

 

𝐹𝑖𝑗[𝑛] = 𝑓𝐹𝑖𝑗[𝑛 − 1] + ∑ 𝑊𝑖𝑗𝑘𝑙 𝑌𝑘𝑙[𝑛 − 1] + 𝑆𝑖𝑗  (1) 

 

𝜃𝑖𝑗[𝑛] = 𝑔𝜃𝑖𝑗[𝑛 − 1] + ℎ𝑌𝑖𝑗[𝑛] (2) 

 

𝑌𝑖𝑗[𝑛] = {
1, 𝑖𝑓𝐹𝑖𝑗[𝑛] > 𝜃𝑖𝑗

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3) 

 

𝑊 = (
0.25 0.5 0.25
0.5 0.5 0.5

0.25 0.5 0.25
) (4) 

 

Here, 𝐹𝑖𝑗 is the receptive field called feeding, it receives 𝑆𝑖𝑗  pixel from the stimulus image and it is added to the 

neighbor neurons information and the output of feeding at previous time weighted by 𝑓 parameter; 𝜃𝑖𝑗 is the 

dynamic threshold, where 𝑔 is the decrement parameter and ℎ is the increment value for neurons that have been 

activated in a time; 𝑌𝑖𝑗  is the output of the neuron; and 𝑊 is the synaptic weights matrix to obtain the information 

of the neighbor neurons. PCNN is widely used for image processing, some of its applications are edge detection 

[11], bright images enhanced [12], noise reduction [13], segmentation [14], feature extraction [15],[16], and 

others. The time signal (𝐺) is a feature that can be obtained by PCNN model, it was proposed by Johnson in 

[17], and it is expressed on the following equation: 

 

𝐺[𝑛] = ∑ 𝑌𝑖𝑗 [𝑛] (5) 

 

The time signal G is a vector that contains the number of activated neurons in a time 𝑛, this feature presents 

low susceptibility to rotation and scaling. We proposed the following modification to ICM model in order to 

have a better control in obtaining information from neighbor neurons, this modification is showed in the 

following equations: 

 

 

 

𝑌 ⊗ 𝑊 = {
𝑐𝑜𝑛𝑣, ∑ 𝑊𝑖𝑗𝑘𝑙 𝑌𝑘𝑙[𝑛 − 1] > 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(6) 

 

𝐹𝑖𝑗[𝑛] = 𝑓𝐹[𝑛 − 1] + 𝑌 ⊗ 𝑊 + 𝑆𝑖𝑗 (7) 
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 𝜃𝑖𝑗[𝑛] = 𝑔𝜃𝑖𝑗[𝑛 − 1] + ℎ𝑌𝑖𝑗[𝑛] (8) 

 

𝑌𝑖𝑗[𝑛] = {
1, 𝐹𝑖𝑗[𝑛] > 𝜃𝑖𝑗[𝑛]

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(9) 

 

𝑊 = (
1 1 1
1 0 1
1 1 1

) 
(10) 

 
Here, we introduce the 𝑐𝑜𝑛𝑣 value that will be added to the feeding field when at least one neighbor neuron is 

activated using the kernel W shown in equation (10). This lets to apply a specific increment to the internal 

potential of the neuron (feeding field), when is detected that at least one neighbor neuron has a similar pixel 

intensity. Therefore, correlated neurons with a difference less than 1 − 𝑔 on its pixel intensity can be activated 

at the same time by applying 𝑐𝑜𝑛𝑣 increase. This is only applicable when 𝑓 parameter is nearly equal to 0. 

 

For the extraction of 𝐺, we proposed to separate the input image (𝑆) into 𝑚 sub-images with the same size, to 

reduce the occlusion effects presented in the ROI generated, this process is represented by the following 

equation: 

 

𝑆 = {𝑆1, 𝑆2, 𝑆3, . . . , 𝑆𝑚} (11) 

 

Then, for each sub-image generated, compute time signal (𝐺) setting the value of the parameters to: 𝑓 = 0, 𝑔 = 

0.8, ℎ = 20, 𝑐𝑜𝑛𝑣 = standard deviation of the 𝑚 sub-image (𝜎𝑚) and a quantity of 50 pulses. This process 

generates 𝐺, which contains 𝐺𝑚time signals as equation (12) shows. 

 

𝐺 = {𝐺1, 𝐺2, 𝐺3, . . . , 𝐺m} (12) 

 

Subsequently, compute 𝐺′ according to equation (13), where, if the components of the 𝐺𝑚vectors are not equal 

in a time 𝑛, the value assigned will be the mean of 𝐺, in otherwise assign the mode of G. 

 

𝐺′[𝑛] = {

∑ 𝐺𝑖[𝑛]𝑚
𝑖=1

𝑚
 , 𝑖𝑓   𝐺1[𝑛] ≠ 𝐺2[𝑛] ≠ 𝐺3[𝑛] ≠, … ≠ 𝐺𝑚[𝑛]

𝑚𝑜𝑑𝑒{𝐺[𝑛]} ,                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒             
 

(13) 

 

The resultant time signal vector (𝐺′) is the feature that we use for recognition process. This method is showed 

in figure 7. 

 

 
Fig. 7.  Feature extraction by ICM splitting image method. 
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In this work we implemented three configurations to separate the input image (𝑆), which are: four, five and nine 

sub-images, these configurations are presented in figure 8. 

 

 

 
Fig. 8. Configuration to split input image: (a) m = 5; (b) m = 4; (c) m = 9. 

 

In order to provide the classification result, we also use the average value of the standard deviation (𝜎𝑚) 

obtained according with the sub-images as the following equation shows.  

 

𝜎𝑚 =
∑ 𝜎(𝑆𝑖)𝑚

𝑖=1

𝑚
 

(14) 

 

Where 𝑆𝑖is the sub-image generated by image separation method; 𝜎𝑚 is attached to the vector 𝐺′. 

 
2.3 Feature reduction 

 
In this step a feature reduction is applied to the vector 𝐺′ generated in the previous step. To reduce the number 

of components in the features vector we use the Principal Component Analysis (PCA) algorithm [18]. PCA 

reduce the dimensionality of a dataset that contains a large number of related variables while retaining as much 

as possible of the variation presented in this, by transforming to a new set of variables called principal 

components (PCs) which are ordered so that the first components retain most of the variation present in all of 

the original variables [24]. In this step firstly, vector 𝐺′ is normalized between zero and one, then, the 

dimensionality reduction is applied to obtain a vector 𝑥, with two components (𝐶1, 𝐶2) that correspond to the 

two principal components that contain the 60 % of the total variation, this vector is showed in the following 

equation: 

 

𝑥 = [𝐶1, 𝐶2] (15) 

 

According to the analysis of the information obtaining by PCA and tests made, we decided to employ only the 

firths two principal components in order to reduce the memory consumption. 

 
2.4 Classification 

 
This step consists of recognize the vector 𝑥 to identify if it corresponds to an available parking space or to an 

occupied space, this process is called classification. For this stage, we use machine learning algorithms: K-

Nearest Neighbors (KNN) [19], Radial Basis Function (RBF) [20] and weighted K-Nearest Neighbors (wKNN) 

[21]. KNN and wKNN are not parametric classifiers, these are based on memory, KNN and wKNN store all 

data train, so that when a query is given, they find the k closest classes in the data stored and is selected the 

class with more votes, in the wKNN particular case, distance between the query and k closest classes of the data 

training is taken into account to weight each k closest classes, giving more importance to classes that are closer 

to the query. RBF is composed by three layers, input, hidden, and output; input layer receives the feature vector, 

hidden layer contains neurons with radial basis function as presented in the following equation. 
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𝑔𝑗 = 𝑒
−

∑ (𝑥𝑖−𝑤𝑖)
2𝑛

𝑖=1
2𝜎𝑗

2

 

(16)  

 

Where, 𝑔𝑗(𝑢) is the output of the 𝑗th neuron in the hidden layer; 𝑥𝑖 is the 𝑛th component in the input vector; 𝑤𝑖  

is the centroid computed during the training phase by applying K-Means algorithm, and 𝜎𝑗
2 is the variance of 

the 𝑗th neuron in the hidden layer, also computed during the training phase. In the output layer was employed 

a logistic activation function presented in the following equation. 

 

𝐶𝑅𝐵𝐹 =  
1

1 + 𝑒−𝑠
 

(17)  

 

Where,𝐶𝑅𝐵𝐹  is the output of the RBF; 𝑠 is the internal potential of the neuron. These classifiers were employed 

according to tests, where the data distribution obtained presented a better performance with KNN, RBF, and 

wKNN than with multi-layer perceptron (MLP). MLP demands a considerable time for training phase (more 

than 5000 epochs are needed to obtain similar performance than KNN), on the other hand, using KNN, wKNN 

and RBF separately a similar performance is obtained, and less epochs for training phase for RBF classifier are 

needed (100 epochs), due this, to get a better accuracy employing these classifiers we used an ensembled 

method. 

 

We set 𝑘= 3 for KNN, 𝑘 = 5 for wKNN and 5 neurons in the hidden layer for RBF with 100 epochs for the 

training phase. The value of 𝑘 for KNN and wKNN was established according to previous tests, where was 

obtained a better performance with these 𝑘 values. The number of neurons and epochs for RBF was established 

according to previous test, where was observed that employing more than 100 epochs an overfitting affect 

occurs, whereas that, employing less or more neurons in the hidden layer the accuracy decrease. These 

algorithms were combined by voting ensemble method as schema in figure 9 shows, which can provide better 

result [22]. The value of prediction (𝑝) corresponds to the class label that has majority of votes. This method is 

expressed by equation (18). 

 

  

 
Fig. 9. Schema for voting ensembled method. 

 

𝑝 = 𝑚𝑜𝑑𝑒{𝐶𝑅𝐵𝐹 , 𝐶𝐾𝑁𝑁 , 𝐶𝑤𝐾𝑁𝑁} (18)  

Here, 𝐶 is the class predicted by each classifier and 𝑝 is the class that has more than the 50% of votes.  

 

 

3 Results 
 

The proposed method was implemented in a Raspberry Pi 4 which uses a Quad Core Cortex-A72 processor 

with 1.5 GHz speed, 4 GB of RAM, and 16 GB on disk. The algorithm presented in figure 2 was implemented 

using Python 3 programming language, with the libraries: Numpy, Pillow, OpenCV, Pandas; and for graphic 

user interface (GUI) was employed Tkinter library. To evaluate the algorithm three experiments were designed, 

and for validate them k-fold cross validation with 10 folds was employed, these validation tests were running 

in Google Collaboratory virtual machine with 12 GB of RAM and 100 GB on disk, CPU speed information is 

not shared by Google. The training phase for implementation in Raspberry Pi was ran in an Intel Core i5 8400T 
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CPU with 1.7GHz speed with 16 GB of RAM. The proposed method only was proved with static images pre-

captured; the system has not been implemented into a parking lot yet, this is planned for a future work. Results 

presented in subsection 3.4, where obtained by k-fold cross validation using k = 10, in consequence ROIs for 

training correspond to 90% of total samples, whereas 10% corresponds to validation. For operation phase, was 

used 30% of samples for training, and 70% for validation. 

 

In this section, results of the four main steps of proposed method are presented. Firstly, datasets employed are 

shown, consequently ROIs generation results are presented, next the proposed method for feature extraction 

based on image separation is exposed, and the accuracy obtained by the designed experiments for testing the 

proposed algorithm using our dataset, hybrid dataset and PKLot dataset are presented below. 

 
3.1 Datasets 

 

For evaluate the proposed method we employed two datasets, first correspond to our dataset generated with 

images of the parking lot of the faculty of electronics of science (FCE) at Benemérita Universidad Autónoma 

de Puebla (BUAP), the second is the PKLot dataset, that contains images of parking lot at Federal University 

of Parana and Pontifical Catholic University of Parana. These datasets are described below. 

 
Our dataset 

 

For testing our method, we accessed to our dataset generated in the parking lot of the faculty of electronics 

science (FCE) at Benemérita Universidad Autónoma de Puebla (BUAP). This dataset contains 407 images with 

size of 3264x2448 pixels captured by a cellphone camera resized to VGA, which has four different frames 

captured by a timelapse during the day, these frames are showed on the figure 10, where the image (a) is the 

parking lot center part, image (b) correspond to right part, image (c) is the left part and image (d) correspond to 

parking lot lateral part. These images included some weather conditions like sunny and overcast; images with 

sunny conditions present variation of lighting due to shadow effects that can cover the regions of interest, and 

flashes on the windshield of the cars, on the other hand, images with cloudy conditions can present a 

homogeneous lighting. 

 

 

 
Fig. 10. Frames from out dataset. 

 

 

PKLot dataset 
 

Furthermore, we use dataset PKLot to test the performance of our method for another kind of parking lot; this 

dataset contains 12,417 images with size of 1280x720 pixels captured at the parking lots of the Federal 

University of Parana (UFPR) and the Pontifical Catholic University of Parana (PUCPR), both located in 

Curitiba, Brazil. This dataset contains 695,899 images of parking spaces segmented from the images of the 

parking lots UFPR and PUCPR, which were manually checked and labeled [23]. Also, the images are 

categorized according to the weather condition. For our tests, we use rainy condition segmented images from 

the PUCPR parking lot. The figure 11 shows images of PKLot dataset corresponding to PUCPR parking lot, 

where 100 segmented images can be obtained by each image. Figure 12 shows some segmented images of 

PUCPR parking lot, where (a), (b) correspond to empty parking spaces, whereas (c) and (d) correspond to 

occupied parking space. 
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Fig. 11. Parking lot images from PKLot dataset [23]. 

 

 

Fig. 12. Segmented parking spaces provides by dataset PKLot [23]. 

 

3.2 ROI generation 

 

The method to generate ROIs semi-automatically exposed above was applied only to our dataset, for PKLot 

dataset we use the segmented images that this dataset provides. Some segmented parking places by the method 

to generate ROI semi-automatically for our dataset are shown in figure 13, where (a) and (b) correspond to 

empty parking space, on the other hand, (c) and (d) correspond to occupied parking space. The average of ROIs 

that can be generate in parking lot images of our dataset correspond to 13 ROIs for center part images, 11 ROIs 

for right part images, 8 ROIs for left part images, and 15 for lateral part. In total we obtained 3504 unbalanced 

samples, table 1 shows the quantity parking spaces segmented from our dataset. 

 

 

 
Fig. 13. Segmented parking places by semi-automatic ROI generating method. 

 

 
Table 1. Parking spaces segmented from our dataset. 

Parking space Quantity 

Occupied 2200 

Empty 1298 

Total 3498 
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3.3 Feature extraction 

 
As exposed above, the proposed method for feature extraction using ICM is based on separating input image 

into 𝑚 sub-images to obtain 𝐺𝑚 time signals, then computing 𝐺′. We proposed this method to eliminate the 

noise effects in 𝐺 caused by occlusion. In our experiments, we use three configurations to split the input image 

in order to observe which configuration obtains the best classification result. 

 

The result observed in the proposed method is shown in the table 2, where we can see the input image, and the 

time signal 𝐺′ generated by 𝑚 sub-images; when 𝑚 = 0, there is not image separation, therefore, the time signal 

𝐺′ is obtained by global image. In the result presented in (a), the 𝐺′ obtained by the global image contains peaks 

that correspond to the occlusion effect generated by the lower white region, whereas, using separation image 

method these peaks are reduced by 𝑚 = 4 and 𝑚 = 5, and the peaks are completely deleted by 𝑚 =  9. In the 

result presented in (b), the input image contains a larger occlusion region, due this, the 𝐺′ obtained by 𝑚 = 4 

and 𝑚 = 5 are similar to 𝐺′ obtained by 𝑚 = 0, whereas, using 𝑚 = 9 the occlusion effect is reduced. In the 

result presented in (c), the occlusion effect is induced by pedestrians in an occupied space, but due to the 

dispersion of pixel intensities is high, we obtain a similar 𝐺′ for 𝑚 = 0, 4, 5, 9 generated largely by the mean of 

𝐺, a similar case is showed in the result presented in (d). 

 

 
Table 2. Results of feature extraction by splitting input image method. 

Test Input image 𝑚 = 0 𝑚 = 4 𝑚 = 5 𝑚 = 9 

 

 

(a) 

     

(b) 

     

(c) 

     

(d) 

     

 

 

During the operation phase can be observed the results presented on table 3, where is pointed the object that 

cause the occlusion effect in the input image, and ROIs affected by occlusion are marked with a blue box. The 

first row of the table presents the occlusion effect caused by people transit that covers a certain percent of two 

ROIs, whereas the second row of the table presents the occlusion caused by a part of roof near the parking lot, 

that covers approximately a 30% of a ROI. Detection results are presented in table 3 by each 𝑚 configuration, 

where green marked ROIs indicates an available space detected whereas red marked ROIs indicates an occupied 

space detected. According to the input image presented on the first row in table 3, using 𝑚 = 0 the ROIs that 

are covered by persons cannot be detected as an available parking space because as test (b) in table 2 presents, 

this occlusion introduces noise to the time signal (𝐺), as consequence these ROIs are classified as occupied 

parking spaces, on the other hand, by using 𝑚 = 4, 5, 9 the ROI where the occlusion effect is less (first ROI 
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from left to right), the noise is reduced and then it is detected as an available parking space, but the ROI where 

the occlusion is present in at least in 30%, and is need to use 𝑚 =  9 to detect this ROI as an available space. 

According to the input image in the second row on table 3, here the occlusion is caused by the roof near the 

parking lot, as test (a) in table 2 presents, this kind of occlusion add noise to 𝐺 of the ROI, as a consequence 

this cannot be detected as an available parking space by using 𝑚 = 0, 4, 5, and when 𝑚 = 9 the noise effect is 

reduced and this ROI can be detected as an available parking space. 

 

 
Table 3. Results of detection phase for each m configuration. 

Input image 𝑚 = 0 𝑚 = 4 𝑚 = 5 𝑚 =  9 

     

     

 

 

3.5 Feature Reduction 

 
For feature reduction we decide to employ only the first two components that correspond to the 60% 

approximately of the total variation, to reduce the memory consumption. Table 3 presents de percent of variation 

of the first two components employed by each configuration of 𝑚. 

 
Table 4. Variation of the first two principal components employed. 

𝒎 = 𝟎 𝒎 =  𝟒 𝒎 =  𝟓 𝒎 =  𝟗 

[0.39,0.15] [0.46, 0.17] [0.43,0.16] [0.42,0.16] 

 

 
3.4 Experimental results 

 
To test our method, we designed three experiments. The first experiment consists of to use our dataset, the 

second test consists of to use a hybrid dataset that contains segmented images of our dataset and of PKLot 

dataset, and the third experiment consists of to use segmented images of PKLot dataset. For these experiments 

we only use segmented images with rainy weather conditions from PKLot dataset. To evaluate the experiments, 

we use k-fold cross validation with 10 folds to obtain the accuracy on each experiment. Accuracy is computed 

by equation (19). 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑝 + 𝑓𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛
 

(19) 

 

Where, 𝑡𝑝 (true positive) is the number of segmented images that represents an occupied space classified as 

occupied, 𝑡𝑛 (true negative) is the number of segmented images that represents an available space classified as 
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available, 𝑓𝑝 (false positive) is the number of segmented images that represents an occupied space classified as 

available, and 𝑓𝑛 (false negative) is the number of segmented images that represents an available space 

classified as occupied. Experiments and results are described below: 

 
1.-  In the first experiment, we use our dataset, where we obtained segmented parking places by the 

semiautomatic ROI generator method exposed above. To balance the number of samples between 

occupied and empty spaces, we added 902 samples of empty spaces from the PKLot dataset. Therefore, 

the number of samples for this test corresponds to 4400, with 2200 samples for empty and occupied spaces. 

This experiment is composed by the following configurations of the feature vector: 

a) Use the 𝐺′ computed according with the 𝑚 sub-images employed. Table 4 presents the results 

obtained by using 4, 5 and 9 sub-images, where the values of 𝑡𝑝, 𝑡𝑛, 𝑓𝑝, 𝑓𝑛 are presented in average 

obtained during k-fold cross validation. 

 

Table 5. Results of cross validation using 𝐺′ computed by 𝑚 sub-images. 

𝒎 sub-images Average 

𝒕𝒑 

Average  

𝒕𝒏 

Average  

𝒇𝒑 

Average  

𝒇𝒏 

Average 

accuracy 

4 211.6 8.4 16.6 203.4 0.943 

5 211.2 8.8 16 204 0.943 

9 202.6 17.4 18.2 201.8 0.919 

 

 

b) Attach to 𝐺′ the average of standard deviation (𝜎𝑚), obtained according to the information in each 𝑚 

sub-image. Table 5 shows the results obtained, where the values of 𝑡𝑝, 𝑡𝑛, 𝑓𝑝, 𝑓𝑛 shows the average 

obtained during cross validation. 

 

 
Table 6. Results of cross validation using 𝐺′ and 𝜎𝑚 computed by 𝑚 sub-images. 

𝒎 sub-images  Average 

𝒕𝒑 

Average 

𝒕𝒏 

Average 

𝒇𝒑 

Average 

𝒇𝒏 

Average 

accuracy 

4  211.9 8.1 11.4 208.6 0.957 

5  214.1 5.9 7.3 212.7 0.97 

9  211.7 8.3 11.3 208.7 0.955 

 

 

 

2.-   In the second experiment, we use a hybrid dataset, this contained 4000 samples and was generated by 

combining our dataset with PKLot dataset, using 2000 samples for each dataset, where 1000 samples 

correspond to empty spaces and 1000 to occupied spaces. Here, we introduced another feature vector, 

composed by 𝐺′ and standard deviation of the global image (𝜎𝑔𝑙𝑜𝑏𝑎𝑙). The result of this test is shown in 

the graph in figure 14, where the blue bar indicates accuracy achieved by the use of 𝐺′ as a vector of 

characteristics, by 𝑚 = 0 4, 5, 9; the orange bar indicates the accuracy achieved by the use of 𝐺′and the 

standard deviation of the global image (𝜎𝑔𝑙𝑜𝑏𝑎𝑙); the green bar indicates the accuracy achieved by the use 

of 𝐺′ and the average of standard deviation (𝜎𝑚) obtained by each sub-image. When 𝑚 = 0, there is not 

splitting image, therefore, the time signal 𝐺′ is obtained by global image. 
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Fig. 14. Results of the second experiment. 

 

3.-  In the third experiment, we used 24,650 rainy condition segmented parking places from the PKLot dataset. 

The results of this test are shown in the figure 15, where blue bar indicates the accuracy reached by using 

𝐺′, and orange bar indicates the accuracy reached by 𝜎𝑚 attached to 𝐺′. When 𝑚 = 0, there is not splitting 

image, therefore, the time signal 𝐺′ is obtained by global image. 

 

 

 
Fig. 15. Results of the third experiment. 

 

4 Comparison 

 
Table 4 presents a comparison of the proposed method with some methods in the state of art, empty spaces in 

the table are presented when authors do not report the respective information. Methods presented in [4], [5] and 

[7] employ deep learning methods (Convolutional Neural Networks), while [3] uses HOG, SIFT and color space 

features and the classification is based on threshold comparison.  

 
The proposed method shows the largest number of samples used in the experiments that corresponds to PKLot 

dataset samples exposed in the third experiment presented above, and the accuracy value belongs to the highest 

obtained in third experiment; run time presented in the proposed method is based in the average obtained by 

using 𝑚 configurations. According with tests, using 𝑚 =  0 takes 3.7 secs, 𝑚 = 4 takes 3.9 secs, 𝑚 = 5 takes 

4.3 secs and 𝑚 = 9 takes 4.5 secs to process an entire image with twelve ROIs, while to process a ROI for 𝑚 =
0 takes 0.25 secs, 𝑚 = 4 takes 0.29 secs, 𝑚 = 5 takes 0.31 secs, 𝑚 = 9 takes 0.32 secs.  
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Table 7. Proposed method comparison with methods in state of art. 

Author Acharya [4] Nurullayev [5] Khan [7]  

 

Tatulea [3]  Proposed 

Samples employed 504,139 840,864 695,899 106,192 24,650 

Accuracy 0.982 0.97 0.90 0.94 0.96 

Run time (secs.) 2 - - - 4.1 

CPU speed (GHz) 2.5 - - - 1.5 

GPU - 
- Nvidia 

1080 Ti 
- 

- 

 

 

5 Conclusions 
 

The proposed method can be able to reduces the noise caused by lighting changes like shadows and flashes that 

commonly occur during the day, and the inconvenience caused by occlusion effects are reduced applying ICM 

image separation method exposed above. 

 

According with the reached results, the splitting input image method can improve the classification results, as 

it is able to reduce the occlusion effects in the image. When the occlusion occupied 25% of the image, the use 

of 4 or 5 sub-images may be sufficient to reduce the noise effect. On the other hand, when the occlusion 

occupied 40% of the image, it is advisable to use 9 sub-images. The first experiment reached an accuracy of 

0.943, which was obtained by using 4 and 5 sub-images, whereas, attaching the average of standard deviation 

(𝜎𝑚), computed according to the information in each 𝑚 sub-image, a better accuracy was reached, of 0.97 with 

5 sub-images, while with 4 and 9 sub-images, the accuracy reached was similar, of 0.95. In the second 

experiment was demonstrated that, using splitting input image method, better accuracy can be obtained than 

using global image, as in the case of using 4 and 5 sub-images, where an accuracy result of 0.98 was obtained 

using 4 sub-images. In the third experiment the better accuracy of 0.96 was obtained by using 9 sub-images. In 

comparison with other methods in literature, the proposed method presents a better accuracy than [3] and [7], 

and slightly less than [4] and [5], which suggest that the proposed method presents an acceptable performance. 

 

The number of sub-images used implies a certain time for processing, it means that a greater number of sub-

images (𝑚) takes more processing time. For future work should optimize the feature extraction by ICM 

separation image by introducing a mechanism that lets to automatically select the quantity of 𝑚 sub-images to 

generate, also it is advisable to incorporate more parking scenarios and a comparison study with other methods 

in the literature. 
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