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Abstract. Conventionally, the authorship attribution has been 
carried out through text classification strategies; at the same time, 

the feature extraction process has been carried out under two main 

approaches: instance-based and profile-based. However, these 
approaches generate a high feature dimensionality that can impair 

the classification performance; furthermore, it is required to 

consider a feature selection method. This work proposes an 
approach that does not depend on the total number of documents 

for the feature extraction. In our research, we shown that the 
features that describe an author's writing style can be contained in 

a single document. To carry out this experimentation, we worked 

with three corpuses (C10, C50, and PAN12), which were selected 
based on the literature review. According to the results obtained, 

with a classification accuracy of 79.68%, it is concluded that the 

proposed approach presents superior results to the state of the art 
using imbalanced samples. In addition, the approach is robust 

when it is evaluated in different contexts. Finally, from the 

experimentation, it is determined that in approximately 500 words 
without repeating the writing style of an author is contained.  
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1 Introduction 
 

At present, authorship analysis has become a major problem in many areas, including information retrieval, computer 

linguistics, and forensic linguistics. The main conflicts related to authorship occur in plagiarism in student essays, 

forensic cases, cyberbullying, fraud detection, social media, messages, and emails [1,2,3,4,5,6]. 

The computational problem of authorship attribution has been analyzed in the state of the art mainly through the 

automatic classification of texts [7,8]. The author of a document is identified by carrying out the analysis of textual 

features (lexical, syntactic, semantic, and morphological) which allows us to determine whether or not a document 

belongs to an author among a group of candidates [9,10,11,12].  

 

Although the methodology of classification of texts consists of the following stages: 1.- Data acquisition, 2.- Data 

analysis and labeling, 3.- Feature construction and weighting, 4.- Feature selection and projection, 5.- Training of a 

classification model, 6.- Solution evaluation [13]. The present research focuses on the stage of data analysis and 

labeling; at this stage, the features are extracted to be able to compare them with the document in question and 

determine their authorship. In the state of the art, feature extraction is mainly done under two approaches: profile-based 

and instance-based [1], [14]. The profile-based approach extracts the features from the file resulting from the 

concatenation of all training documents for an author [1,14]. In the instance-based approach, the feature extraction 

process is performed by each author's document [1,14,15,16,17,18]. However, these two approaches produce high 

dimensionality of features and they are dependent on the size of the training sample. If you have few documents from 

an author, the classifier's performance decreases dramatically [19]. 

 

This research proposes a new approach to the task of authorship attribution for cases where few documents from an 

author are available. This is due to the fact that on many occasions when state-of-the-art methods are used, the total 



González Brito et al.  / International Journal of Combinatorial Optimization Problems and Informatics, 12(3) 2021, 87-97. 

88 

 

number of documents required to be able to identify the authors is not available. The contribution of our approach is 

the extraction of features from a single random document for each author of the training set. The question we want to 

answer in this work is: does a single document have the necessary characteristics to determine an author's writing 

style? To answer it, lexical features (n-grams and bag of words) with a Boolean representation are used, because they 

are considered to contain the writing style of an author and they are the ones with which the best results have been 

obtained in the representation of the texts [20], [21]. Moreover, the supervised learning methods used are Support 

Vector Machine, multinomial logistic regression, Naive Bayes, decision trees, and random forests. Finally, the 

evaluation was performed using three corpuses C10, C50, and PAN12-I, different number of authors, contexts and 

sample sizes. 

 

2 State of the art 
 

One of the main problems in the authorship attribution task is determining the size of the data set from which it is 

possible to distinguish the authorship of a text [14]. Maciej-Eder [22] proposes the analysis of the length of the sample 

from a corpus formed by different literary genres, he takes a long text and segments it into shorter texts; These are 

analyzed to determine the authorship of the original texts. The size of the analyzed texts was 500, 600, 700, ... and 

20,000 words. Being the ranges from 2500 to 5000 where he obtained better results. Besides, Gómez-Adorno [14], 

through the use of syntactic graphs, extracts the necessary patterns to attribute authorship through the cosine similarity 

measure. The method of Gómez-Adorno [14] does not use classification algorithms and can be implemented in the 

tasks verification and authorship attribution, using a reduced set of labeled data, the results obtained to determine 

authorship is good. 

 

From the works of Maciej-Eder [22] and Gómez-Adorno [14], the premise arises that there are enough features to 

determine authorship in small sets of documents. Furthermore, analyzing the corpuses C10 and C50 it is obtained that 

the number of words without repeating per document is between 500 and 506 words. As a result of the analysis of the 

previously described works, our idea arises to implement an approach for the feature extraction that does not require 

the entire data set; and with this, determine if in a single document there are the necessary features to carry out the 

attribution of authorship. 

 

In order to evaluate the proposed approach, the text classification method is used, since it is one of the most used in the 

task [13]. The contributions using this method have been given mainly in the stages of feature construction and 

weighting [23], [17], feature selection and projection [19] and training a classification model [4], [24], [25]. Hence the 

importance of our work since it focuses mainly on the data analysis and labeling stage that has been little studied.  

 

From the analysis of the state of the art, the following attributes are considered. The proposed approach was 

implemented for the data analysis and labeling stage. For the construction and weighting of features, we used Boolean 

weighting through vector representation [17]. For model training we used Support Vector Machine, logistic regression, 

multinomial Naive Bayes, decision tree and random forest [4], [24]; Finally, the approach is evaluated through the 

accuracy metric using a different number of authors, contexts, and balanced and unbalanced samples [26], [27].  

 

3 Materials and methods 
 

Based on the literature review there are two approaches used in the authorship attribution task; profile and instances, 

during the process of extracting features in these approaches a high dimensionality is generated, where relevant, 

redundant, and irrelevant features are present. Redundant and irrelevant features impair the performance of the 

classifier. The present research proposes a new approach to feature extraction, which consists of the random selection 

of a document from the training set for feature extraction. 

 

To evaluate the approach, a text classification method is implemented that consists of the following steps: 1.- Data 

Acquisition, 2.- Data analysis and labeling, 3.- Feature construction and weighting, 4.- Feature selection and 

projection, 5.- Training of a classification model, 6.- Solution evaluation [13]. In the present investigation, the stage of 

construction of features and weighting is carried out under the proposed approach while the stage of selection and 

projection of features is omitted. The classification method for the assessment of the approach consists of the following 

steps. 
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3.1   Data acquisition 

 
In 2009, the first international plagiarism detection competition was held as part of the PAN workshop (CLEF, 

Conference, and Labs of the Evaluation Forum) its objective has been to encourage the development of automatic tools 

for the detection of plagiarism and currently also the identification of authorship and other abusive uses of social 

software [28].  In the web page of PAN (https://pan.webis.de/) are the corpuses C10, C50, and PAN12-I, this corpus 

has been used for the task of authorship attribution in different works of the literature. The access to these corpuses is 

public. 

 
3.2   Data analysis and labeling 

 
Feature extraction is done using the proposed approach. This consists of the random selection of a document from the 

training set for each author. They are then represented in the vector model, which will be used by the text classification 

method to generate the attribution model as shown in Fig. 1. Through experimentation, it was verified that the 

necessary features to determine the authorship exist in a single document. 

 

 
Fig. 1 New approach to feature extraction. 

 

 

For the labeling of data, the models of representation of bag of words and n-grams were used; because they contain the 

style of writing of an author and are with those that have obtained better results in the representation of texts [20], [21]. 

For the word bag representation, the following special characters were removed, punctuation, admiration, and question 

marks. The trigrams model does not perform any pre-processing. 
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3.3   Feature construction and weighting 

 
Boolean or binary weighting consists of assigning a value to a term within a document. The value assigned to the term 

reflects the importance of the term. A value of one is assigned when the term is present otherwise a value of zero is 

assigned. Through this weighting, you can see the importance of each of the terms. The above is represented through 

equation 1, where: tj is the frequency of the term j that has the sentence pi [29]. 

 
(1) 

 

Table 1 shows the vector representation used in this research; where, the row represents the document of each author 

and the columns the terms. subsequently, the table is filled with the Boolean weighting, where 1 means the presence of 

the term within the author’s document, otherwise, a 0 is placed. This process is done until all the authors' documents 

are finished. 

 

 
Table 1. Vector representation with Boolean weighting. 

Document/author Term 1 Term2 Term 3 Term … 

Document 1 author1 0 0 1 1 

. 1 1 0 0 

. 0 1 1 0 

. 1 1 0 1 

Document n autor 1 0 0 1 0 

Document 1 author 2 1 1 0 1 

. 0 0 0 0 

. 1 1 1 0 

. 0 0 1 1 

Document n author 2 1 1 0 1 

Document 1 author 3 0 0 1 0 

. 0 1 1 0 

. 0 0 0 0 

. 1 0 1 1 

Document n author 3 1 0 1 1 

…     
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3.4.-Training of the model 

 

The model was built from supervised learning. It was implemented with a support vector machine (SVM), multinomial 

logistic regression, Naive Bayes, decision tree and random forests. The SVM parameters were a linear kernel, the 

parameter C equal to one, a classification of one against all was used. The SVM was trained with the features of each 

of the authors. Once the model was generated, the evaluation was carried out. 

 

 

3.5   Evaluation of the solution 

 
The metric used for the evaluation was accuracy as shown in equation 2 [17]. This consists of the percentage of 

instances that are correctly classified, defined in terms of true positives (TP), false positives (FP), true negatives (TN), 

and false negatives (FN). 

 

 
(2) 

 

 

 

4 Experimentation and results 

 
To verify the proposed approach, 7 experiments were carried out. These were validated using the ten-fold cross-

validation technique, using the text classification method described in section 3, materials and method. The models 

used for the representation of characteristics are a bag of words and trigrams. The learning methods used are vector 

support machine, logistic regression, Naive Bayes, decision trees, and random forests. The accuracy metric was used 

for the evaluation of the results. The experimentation was carried out with the corpuses C10, C50, and PAN12 [17], 

[18], [19]. Table 2 shows the structure of the corpuses. 

 

 
Table 2. Structure of the corpuses used. 

Corpus 

 

Number of 

documents 

Number 

of authors 

Training and 

validation 

documents 

 

The average 

number of words 

per document 

Category 

C50 
5000 

 
50 50 / 50 

500 

Documents 

belonging to the 

category CCTA 

industry news C10 1000 10 50 / 50 

507 

PAN12-I 42  14 2 /1 3345 Literature and novels 
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The experiments are described below: 

 

Experiment 1: Through Fig. 2 the robustness of the proposed approach in the C10 corpus is observed by using a word 

bag representation with 50 documents versus 1 document for the feature extraction. Different supervised learning 

models were used to analyze their performance, observing that for authorship attribution the significance of using 50 

documents or 1 document for feature extraction does not impair the performance of the classifier. 

 

 
 

 

Fig. 2. Evaluation of the feature extraction process with different classifiers with the word bag model for the 

C10 corpus. 

 

Experiment 2: Using a representation of trigrams with 50 documents versus 1 document, it is observed in Fig. 3 again 

that the proposed approach shows robustness in the C50 corpus using different classifiers. The results obtained for the 

case of Naive Bayes, decision trees, and random forests are higher than for the case of 50 documents. This proves that 

extracting features from a single document performs better than extracting features from the entire document set. 

 

 

 
Fig. 3. Evaluation of the feature extraction process with different classifiers with the trigrams model for the 

C50 corpus. 
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Experiment 3: In this experiment, the importance of the number of documents in the extraction of the characteristics 

were analyzed. Fig. 4 shows that the best results are obtained when three to six documents are used. When three 

documents are used, there is an accuracy of 82% which is higher than the 80.8% reached by [19]. It can also be 

observed that the increase in attributes for the extraction of features does not show a considerable improvement in the 

accuracy of the classifier. It must be considered that characteristic selection methods, which eliminated redundant and 

irrelevant features, were not used. 

 

 
Fig. 4. Analysis of the number of documents for author. 

 

 

 

Experiment 4: The objective of this experiment was to verify the robustness of the proposed method using the C10 

corpus. In Fig. 5. the results of the proposed method are compared with the tensor space model [19], the Doc2vec 

method [17], and with patterns extracted methods presented in [14]. The proposed method reaches an accuracy of 

79.68%, which represents a difference of 1.12% concerning the model of space of tensors presented in [19], from 

above we can conclude that the proposed method has a good performance in balanced samples. 

 
 

Fig. 5. Performance of the method proposed versus the state of the art, corpus C10. 
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Experiment 5: This experiment is done in the same way as the first one but with the corpus C50.  The C50 corpus 

contains 50 authors each with 50 training documents and 50 validation documents unlike the C10 containing 10 

authors. The objective of this experiment is to know if the method obtains a good accuracy in the classification with 

fifty authors. The accuracy obtained is 72.04, a competitive result concerning the state of the art as can be seen in Fig. 

6. 

 
 

Fig. 6. Performance of the proposed method versus the state of the art, corpus C50. 

 

Experiment 6: The proposed approach was analyzed under two different contexts: emails and literary works. The 

results were compared with the work of [18], where they reproduce the most referenced methods of the state of the art 

for authorship attribution. The proposed method obtains better results than some of the methods evaluated by [18]. It 

can be seen in Fig. 7 that the proposed method remains stable in the two corpuses, obtaining results greater than 70%, 

in comparison to those evaluated by [18]. In the state of the art, it is common that the methods obtain good results with 

one corpus and low results with the other.  

 

 
Fig. 7. Evaluation of the proposed method under different contexts. 

 

 

 

Experiment 7: The analysis of balanced and unbalanced samples is treated in the state of the art using the C10 corpus. 

In this experiment, the proposed approach is analyzed considering as features the trigrams and bag of words. As can be 
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seen in Fig. 8, the proposed method obtains better results in imbalanced samples than the one proposed by [19]; even in 

balanced samples, competitive results are obtained. From above we can conclude that the proposed method is also 

robust with balanced and imbalanced samples. 

 

 
 

Fig. 8. Analysis of balanced and unbalanced samples in Corpus C10. 

 

 

 

 

4 Conclusions 
 

Through experiments 1, 2, 4, and 5 it is concluded that an author's writing style is contained in a single document. When 

extracting the characteristics of 50 documents versus 1 document, it is determined that the difference is less than 1% of 

accuracy, as can be seen in Fig. 2 and Fig. 3. Comparing the proposal with the state of the art of C10 corpus, it obtains 

competitive results as you can see in Fig. 5 the difference is 1.12% with respect to the best state-of-the-art method. Fig. 6 

corresponds to an experiment with the C50 corpus where there is a difference of just 2.04%. 

In experiment 6, the analysis of the proposed approach is carried out under different contexts using the C10 and PAN12 corpus. 

In Fig. 7 it is observed that the proposed approach is consistent under different contexts showing robustness. The analysis of the 

methods presented by [18] shows that some methods present variability in their results when working under different contexts. 

An example of this is the method presented in [33] where the result with the C10 corpus is 78% accuracy and with the PAN12 

corpus it is 7.1% another case is the method presented in [41] where the result with the C10 corpus is 9% accuracy and with the 

PAN12 corpus the accuracy is 85.7%. 

 

In experiment 7 the analysis of balanced and imbalanced samples was carried out; this analysis can be transferred to real-life 

where in some cases there is not the same number of documents for each author. As can be seen in Fig. 8 for the analysis of 

unbalanced samples, our approach obtains better results than those presented in [19], where in the 2:10 sample it is exceeded by 

8.3%. For the case of the 5:10 sample, the percentage with which it is exceeded is 6% and for the 10:20 sample is 9.92%. For 

the balanced samples, the approach exceeds two of the three samples of sizes 5 and 10 with a difference of 18.32% and 7.04% 

respectively. However, in the sample of size 50, the method proposed by [19] beats our method by 1.12% as observed in Fig. 8. 

Throughout these results it is determined that the proposed approach is robust when analyzing unbalanced samples, exceeding 

the state of the art as seen in Fig. 8.  

 

One area of opportunity that arises from this research is the development of methods that can determine authorship from a single 

document by implementing similarity metrics. 
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