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Abstract. Fetal mortality represents a problem in society, deaths 

are related to different causes. However, there are also a large 

number of unknown causes. Studies around the world, broadly 
speaking, have found that a total of 275,914 strong fetuses 

occurred in the United States between 2004 and 2014 compared to 

7,571 maternal deaths. The Gaussian Naïve Bayes classifier is 

presented to assist in the fetal reduction mortality with four 

variables obtained through INEGI which are: gender, gestational 

age, maternal age, fetuses (a single pregnancy or a multiple 
pregnancy). The sample has a total of 2000 data where there is a 

balance of classes with 50% of cases of fetal death against 50% of 

births without complications in the year 2017. As a result the 
number of mislabeled points out of a total 400 points were 17. 

With a percentage of 96%, 96% and 96% for measures precision, 

recall and f1-score respectively. 
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1. Introduction 

In general, intrauterine fetal mortality is defined as death that occurs before the expulsion of the mother or the complete removal 

of the product of conception, whatever the duration of the gestation [1]. Fetal loss has been defined as the cessation of fetal life 

after 20 weeks of gestation and weighing more than 500 grams. 

Fetal deaths from a combination of known and unknown causes are a problem that significantly affects the population. Many fetal 

deaths are related to different disorders [2] such as pregnancy-induced hypertension, poor maternal nutrition, addictions, etc.   

Also, fetal deaths are largely related to maternal deaths [3], which represents a significant problem for society. This is due to 

inconsistency in comparing the frequency of fetal death between different populations, such as lack of agreed or uniformly 

accepted definition, use of different rates (fetal mortality rate, perinatal mortality rate), mode of estimation of gestational age and 

non-comparable research designs [1]. 

Nowadays, more and more new tools have been chosen in the field of computer science, which solve more complex problems. 

Such data can often have an economic, social or biological origin, as it is the case in the present work. We propose a Gaussian 

Naïve Bayes classifier capable of anticipating through different descriptive characteristics when a pregnancy is at risk of abortion 

for unknown or known causes. 

The purpose of this paper is to provide an overview of the work done in different institutions, then detail the methodology used, 

model the dataset and finally show the results obtained. 

  

2. State of the art 

In 2001, Rish [4] analyzed the impact of the distribution entropy on the classification error, and he demonstrated that naïve Bayes 

worked well for certain nearly functional feature dependencies, thus reaching its best performance in two different cases: 

completely independent features and functionally dependent features. 
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In 2012, Saurabh Mukherjee and Neelam Sharma identified important reduced input features in the building of the intrusion 

detection system (IDS) that is computationally efficient and effective. They [5] investigated the performance of three standard 

feature selection methods using Correlation-based Feature Selection, Information Gain and Gained Ratio. Also, they proposed a 

method Feature Vitality Based Reduction Method, to identify important reduced input features. 

In April 2009, Jingnian Chen et al. [6] presented two feature evaluation metrics for the Naïve Bayesian classifier applied on multi-

class text datasets: Multi-class Odds Ratio (MOR), and Class Discriminating Measure (CDM). Experiments of text classification 

with Naïve Bayesian classifiers were carried out on two multi-class texts collections. 

In 2011, Ting et al. [7] proposed an article aimed to highlight the performance of employing Naïve Bayes in document 

classification. Results show that NaïveBayes was the best classifiers against several common classifiers (such as decision tree, 

neural network, and support vector machines) in term of accuracy and computational efficiency 

In 2010, Srinivas et al. [8] examined the potential use of classification based data mining techniques such as Rule-based, Decision 

tree, Naïve Bayes and Artificial Neural Network to massive volume of healthcare data. Moreover, using medical profiles such as 

age, sex, blood pressure and blood sugar, it could predict the likelihood of patients getting a heart disease. 

In 2012, Shadab Adam Pattekari and Asma Parveen [9] developed an Intelligent System using data mining modeling technique, 

namely, Naïve Bayes. It was implemented as a web-based application in this user answered the predefined questions. It retrieved 

hidden data from stored database and compared the user values with trained data set. It could answer complex queries for 

diagnosing heart disease and thus assisted healthcare practitioners to made intelligent clinical decisions which traditional decision 

support systems could not. By providing effective treatments, it also helps to reduce treatment costs. 

In 2017, Tejaswinee A. Shinde and Jayashree R. Prasad [10] proposed system aimed to assess the data mining techniques and 

apply them to Animal database to establish meaningful relationships. This study focused on the Naïve Bayes Classification method 

of data mining to classify animal sensor data. The proposed system consists of animal health care benefiting the farmers by using 

Wireless Sensor Network technology and IoT applications.  

In 2015, Vembandasamy et al. [11] analysed a few parameters and predicts heart diseases, thereby suggests a heart diseases 

prediction system (HDPS) based on the data mining approaches. 

In July 1999, Cheng and Greiner [12] empirically evaluated algorithms for learning four types of Bayesian network (BN) 

classifiers - Naïve-Bayes, tree augmented Naïve Bayes, BN augmented Naïve Bayes and general BNs, where the latter two were 

learned using two variants of a conditional-independence (CI) based BN-learning algorithm. Experimental results showed the 

obtained classifiers, learned using the CI based algorithms, were competitive with the best-known classifiers, based on both 

Bayesian networks and other formalisms: and that the computational time for learning and using these classifiers was relatively 

small. 

In 2010, Binal. A. Thakkar et al. [13] developed prototype Intelligent Swine flu Prediction software (ISWPS). They used Naïve 

Bayes classifier for classifying the patients of swine flu into three categories (least possible, probable or most probable). Also, 

they have used 17 symptoms of Swine flu and collected 110 symptoms sets from various hospitals and medical practitioners. 

Using ISWPS, they have achieved an accuracy of nearly 63.33%. It was implemented on the JAVA platform. 

In 2016, Langarizadeh and Moghbeli [14] reviewed published evidence about the application of Naive Bayesian networks (NBNs) 

in predicting disease, and it tried to show NBNs as the fundamental algorithm for the best performance in comparison with other 

algorithms. Finally, the results were reported in terms of Accuracy, Sensitivity, Specificity and Area under ROC curve (AUC). 

In 2003, Price et al. [15] developed a decision support system (DSS) for the histological interpretation of these lesions. Knowledge 

and uncertainty were represented in the form of a Bayesian belief network that permitted the storage of diagnostic knowledge and, 

for a given case, the collection of evidence in a cumulative manner that provided a final probability for the possible diagnostic 

outcomes. The network comprised 8 diagnostic histological features (evidence nodes) that were each independently linked to the 

diagnosis (decision node) by a conditional probability matrix. 

In 2016, Ben-Assuli and Leshno [16] evaluated the impact of an electronic health record on emergency department physicians’ 

diagnosis and admission decisions. A decision-analytic approach using a decision tree was constructed to model the admission 

decision process to assess the added value of medical information retrieved from the electronic health record. Using a Bayesian 
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statistical model, this method was evaluated on two coronary artery disease scenarios. The results show that the cases of coronary 

artery disease were better diagnosed when the electronic health record was consulted and led to more informed admission 

decisions. 

In 1997, Nir Friedman et al. [17] evaluated approaches for inducing classifiers from data, based on the theory of learning Bayesian 

networks. These networks were factored representations of probability distributions that generalize the naive Bayesian classifier 

and explicitly represent statements about independence. Among these approaches, they singled out a method they called Tree 

Augmented Naïve Bayes (TAN), which outperforms naïve Bayes, yet at the same time maintains the computational simplicity 

and robustness that characterize naïve Bayes. 

In 2012, Muralidharan and Sugumaran [18] presented the use of Naïve Bayes algorithm and Bayes net algorithm for fault diagnosis 

through discrete wavelet features extracted from vibration signals of good and faulty conditions of the components of centrifugal 

pump. The classification accuracies of different discrete wavelet families were calculated and compared to find the best wavelet 

for the fault diagnosis of the centrifugal pump. 

In 2015, Wolfson et al. [19] proposed an adaptation of the well‐known Naïve Bayes machine learning approach to time‐to‐event 

outcomes subject to censoring. They compared the predictive performance of their method with the Cox proportional hazards 

model which was commonly used for risk prediction in healthcare populations and illustrated its application to prediction of 

cardiovascular risk using an electronic health record dataset from a large Midwest integrated healthcare system. 

In 2015, Benndorf et al. [20] developed and validated a decision support tool for mammographic mass lesions based on 

standardized descriptor terminology (BI-RADS lexicon) to reduce the variability of practice. They used separate training data 

(1,276 lesions, 138 malignant) and validation data (1,177 lesions, 175 malignant). They created naïve Bayes classifiers from the 

training data with tenfold cross-validation. Their model comprised BI-RADS categories, BI-RADS descriptors, and age as 

predictive variables; their descriptor model comprised BI-RADS descriptors and age. The resulting Naïve Bayes classifiers were 

applied to the validation data. They evaluated and compared classifier performance with ROC-analysis. 

In 2012, William Klement et al. [21] developed a prediction model that achieved more balanced performance (in terms of 

sensitivity and specificity) than the Canadian Assessment of Tomography for Childhood Head Injury (CATCH) rule, when 

predicting the need for computed tomography (CT) imaging of children after a minor head injury. They compared the proposed 

ensemble model to other ensemble models employing rule-, tree- and instance-based member classifiers. Their prediction model 

demonstrated the best performance in terms of AUC, G-mean and sensitivity measures. In the second phase, using a bootstrapping 

experiment similar to that reported by the CATCH investigators, they showed that the proposed ensemble model achieved a more 

balanced predictive performance than the CATCH rule with an average sensitivity of 82.8% and an average specificity of 74.4% 

(vs 98.1% and 50.0% for the CATCH rule respectively). 

In 2012, Spilka et al. [22] analyzed fetal heart rate of normal and acidemic fetuses. They used conventional and nonlinear features 

for the signal analysis. Addition of nonlinear features improved accuracy of classification. The best classification results were 

achieved using a combination of conventional and nonlinear features with a sensitivity of 73.4%, specificity of 76.3%, and F-

measure of 71.9%. The best selected nonlinear features were: Lempel Ziv complexity, Sample entropy, and fractal dimension 

estimated by Higuchi method. 

In July 2011, Wei Wei et al. [23] evaluated the performance of an algorithm that predicts patient outcomes from genome-wide 

data by efficiently model averaging over an exponential number of naïve Bayes models. This model-averaged naïve Bayes 

(MANB) method was applied to predict late-onset Alzheimer's disease in 1411 individuals whom each had 312,318 SNP 

measurements available as genome-wide predictive features. Its performance was compared to that of a naïve Bayes algorithm 

without feature selection and with feature selection (FSNB). 

In February 2008 data of 142 brain tumour patients irradiated from 2000 to 2005 were analyzed by Kazmierska and Malicki [24] 

Ninety-six attributes related to disease, patient and treatment were chosen. Attributes in binary form consisted of the training set 

for Naïve Bayes Classifier learning. Naïve Bayes calculated an individual conditional probability of being assigned to: relapse or 

progression (1), or no relapse or progression (0) group. Accuracy, attribute selection and quality of classifier were determined by 

comparison with actual treatment results, leave-one-out and cross-validation methods, respectively. High classification accuracy 

(84%), specificity (0.87) and sensitivity (0.80) were achieved, both for classifier training and in progressive clinical evaluation. 
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Finally, In October 2007 Chun et al. [25] utilized a Bayesian risk prediction model to predict the incidence of breast cancer in a 

high-risk population. 10-fold cross-validation was performed using a Naïve Bayes classifier. The area under the ROC curve (AUC) 

was used to measure prediction accuracy. These results were then compared to the ROC curve (AUC) results of the Gail Model 

Risk Assessment Tool. 

3. Methodology 

The methodology used is divided into 4 phases [26]: understanding the data, cleaning it up, modeling it and evaluation, they are 

described below: 

Understanding the data 

The data collection was obtained from the National Institute of Statistics and Geography (INEGI) from the microdata section. 

Two data sets were merged. One is focusing on birth rates and the other on fetal mortality. A random sample of 1000 units was 

collected from each of the two databases. 

The merged data consists of 5 variables which are: 

 Gender 

 Gestational age 

 Maternal age 

 Fetuses (a single pregnancy or a multiple pregnancy) 

 Living children 

And the label, which is the dependent variable.  

 

Data cleaning and processing 

As previously proposed by [26] the data were cleaned according to common problems such as:  

Missing values: solved with the Clamp transformation, see Eq. 1: 

𝑎𝑖 = {

𝑙𝑜𝑤𝑒𝑟 𝑖𝑓 𝑎𝑖 < 𝑙𝑜𝑤𝑒𝑟
𝑢𝑝𝑝𝑒𝑟 𝑖𝑓 𝑎𝑖 > 𝑢𝑝𝑝𝑒𝑟

𝑎𝑖 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(1) 

 

As it is possible to see the outliers are shown in Fig. 1 through boxplot for the variables gender, gestationa age and maternal age. 

 

Fig. 1 Boxplot, 3 variable outlier for diagnosing fetal death 
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In the same way in Fig.2 the boxplot for the fetuses and living children variables are established. Here it can be see that the living 

children variable contains a great part of outliers. However, the information of the INEGI establishes that these values belong to 

missing values, Kelleher set [26] that in the absence of 60% of data it is recommended to eliminate the variable and since you 

have 64% of information missing living children was removed. 

 

Fig. 2 Boxplot, two variable outliers for diagnosing fetal death. 

Similarly, the number of fetuses is not considered for outliers as such information may be highly relevant for finding gestational 

problems [3]. 

 

Fig. 3 Box graph, data without outliers 

It was found that there was a variation in the independent linear relationship through a correlation matrix. Therefore, the 4 selected 

data are used to model fetal mortality. 

Data modelling 

Naïve Bayes methods are a set of supervised learning algorithms based on applying Bayes’ theorem. The mathematical basis of 

the Bayes' theorem is described below [27] [28] [29]:  

Given the class variable 𝑦 and the dependent characteristic vector 𝑥1 through 𝑥𝑛(see Eq. 2): 

𝑃(𝑦 | 𝑥1, . . . , 𝑥𝑛) =
𝑃(𝑦)𝑃(𝑥1, … , 𝑥𝑛|𝑦)

𝑃(𝑥1, … , 𝑥𝑛)
 

(2) 
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it can be assumed that (given the naive conditional Independence in Eq. 3):   

𝑃(𝑥𝑖 |𝑦, 𝑥1, … , 𝑥𝑖−1, 𝑥𝑖+1, … , 𝑥𝑛) = 𝑃(𝑥𝑖|𝑦), (3) 

 

for the 𝑖-th, this is simplified as follows in Eq. 4: 

𝑃(𝑦|𝑥1, … , 𝑥𝑛) =  
𝑃(𝑦)Π𝑖=1

𝑛 𝑃(𝑥𝑖|𝑦)

𝑃(𝑥1, … , 𝑥𝑛)
 

(4) 

 

Given that 𝑃(𝑥1, … , 𝑥𝑛) is static given the input, we can use the following sorting rule [30], Eq. 5 and Eq. 6: 

𝑃(𝑦 | 𝑥1, . . . , 𝑥𝑛) 𝛼 𝑃(𝑦)Π𝑖=1
𝑛 𝑃(𝑥𝑖|𝑦) ⇓ (5) 

�̂� = arg max
𝑦

𝑃(𝑦) Π𝑖=1
𝑛 𝑃(𝑥𝑖|𝑦), (6) 

and can use Maximum A Posteriori (MAP) estimation to estimate 𝑃(𝑦) and 𝑃 (𝑥𝑖|𝑦);  

Naïve Bayes learners and classifiers can be extremely fast compared to more sophisticated methods. The decoupling of the class 

conditional feature distributions means that each distribution can be independently estimated as a one-dimensional distribution. 

This in turn helps to alleviate problems stemming from the curse of dimensionality. 

The model tested was used in Python ©, where the sklearn library was used. Sklearn works with the GaussianNB variation. It 

implements the Gaussian Naïve Bayes algorithm for classification. The probability of the features is assumed to be Gaussian (see 

Eq. 7): 

𝑃(𝑥𝑖|𝑦) =
1

√2𝜋𝜎𝑦
2

𝑒𝑥𝑝 (−
(𝑥𝑖 − 𝜇𝑦)2

2𝜎𝑦
2

) 

(7) 

The parameters 𝜎𝑦 and 𝜇𝑦 are estimated using maximum likelihood. 

4. Results  

Evaluation 

The evaluation of the algorithms was done using the Area Under the Curve (AUC) with curves that evaluate how specific the 

model is against its Receiver Operating Characteristic (ROC) Curve sensitivity. This is given by the ratio of true positives, true 

negatives, false positives and false negatives measures, all described in Table 1: 

Table 1. Measurement ratio 

 Predicted label 

Positive Negative 

Actual 

Label 

Positive True Positive 

Rate (TPR) 

False 

Negative (FN) 

Negative False 

Positive Rate 

(FPR) 

True Negative 

(TN) 

 

The model obtained the performance shown in Table 2 where the number of mislabeled points out of a total of 400 points were 

17. With a percentage of 96% accuracy. 
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Table 2. Accuracy obtained for Gaussian Naive Bayes Classifier 

 Precisión Recall F1-Score Support 

0 0.95 0.97 0.96 201 

1 0.97 0.94 0.96 199 

Accuracy   0.96 400 

Macro avg 0.96 0.96 0.96 400 

Weighted avg 0.96 0.96 0.96 400 

 

The ROC curve for Gaussian Naïve Bayes Classifier is shown in Fig. 3. Where the observation in Table 2 is confirmed. 

 

Fig. 4 Gaussian Naive Bayes Classifier for fetal deaths 

5. Conclusions 

Hornbuckle et al. [31] compared Bayesian classifiers to identify hypertensive disorders in pregnancy (which is one of the main 

problems of risk of abortion and fetal mortality). Their results showed that Naïve Bayes classifier had an excellent performance, 

presenting better precision and F-measure, compared to the other experimented classifiers.   

Based on this premise, a Gaussian Naïve Bayes model is proposed to anticipate when a pregnancy is at risk of abortion. To this 

end, four variables are proposed and considered in the literature. A percentage in the model performance of 96% was obtained 

over a balanced data set. The ROC curves confirm what was obtained at the time of the evaluation. The present model can be 

embedded and generate a useful application for medical specialists. 
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