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Abstract. Mental stress is a widespread issue in modern society, 

significantly impacting individuals' well-being and productivity 

across various demographic groups. Detecting and managing 
mental stress is crucial to addressing its adverse effects on physical 

and psychological health. Traditional methods rely on subjective 

assessments, which may lack accuracy and scalability. This paper 
presents a systematic review exploring the use of methods that 

combine information (Fusion Techniques) from various wearable 

sensors to mental stress recognition by using machine learning 
algorithms. The focus was on identifying trends in classifiers, data 

fusion techniques, sensors, and evaluation metrics. The findings 

highlight Support Vector Machine (SVM) as the most effective 
classifier, followed by Random Forest (RF) and K-nearest 

Neighbors (KNN). ECG (Electrocardiogram) and EEG 

(Electroencephalogram) emerged as the most used sensors due to 

their ability to monitor cardiovascular and brain activity. Metrics 

such as accuracy, precision, and F1 score were predominant in 

evaluating model performance. The review reveals a strong 
preference for aggregating features extracted from diverse raw data 

sources which enhances robustness of mental stress detection by 

using machine learning algorithms. While existing studies 
demonstrate significant advancements, the findings indicate 

opportunities for further improvement in hybrid fusion techniques 

and real-world applications. 
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1 Introduction 
 

Mental stress is a constant in modern society, affecting individuals of all ages, genders and socioeconomic levels [1]. The World 

Health Organization (WHO) defines it as “a state of worry or mental tension generated by a difficult situation” [2]. Stress can 

arise from external factors such as task overload or health conditions and can be triggered by personal problems or 

environmental situations such as traffic and noise [3, 11, 12]. Stress is classified into three types according to its duration: 

chronic stress, acute stress, and acute episodic stress [2]. Chronic stress, resulting from prolonged exposure, can lead to various 

psychopathologies [2, 4]. Acute stress affects episodic memory, while acute episodic stress is characterized by intense episodes 

that can resemble life-or-death situations [2, 5, 6]. The COVID-19 pandemic has significantly increased anxiety and depression 

due to social isolation and fear of contagion, according to the WHO [2]. Detecting and understanding mental stress is crucial for 

individual and social well-being [11, 12]. Physical symptoms such as fatigue and anxiety are common but often overlooked [7]. 

Stress can affect academic and work performance [2]. Clinicians use various techniques to detect it, although these may not be 

completely effective due to individual differences in perception [8, 9, 11]. 

 

Machine learning, data fusion [16], and wearable sensors are tools to address this problem. Wearable sensors, such as smart 

watches and activity bracelets, allow continuous monitoring of physiological variables [32, 33, 35]. Artificial Intelligence (AI) 

and machine learning in particular, has transformed many fields, offering automation, reduction of human errors, and rapid 

information processing [13, 14, 15]. Data fusion, a term used to refer to the combination of information from multiple sources 

[16, 17], using AI techniques can improve the accuracy and generalization of machine learning models [19]. It is important in 

mental stress recognition because it integrates of multiple physiological signals such as heart rate variability (HRV), 
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electroencephalogram (EEG), and skin conductance. Each signal captures different aspects of the stress response and their 

combination improves the performance of machine learning models. Previous secondary studies have explored related topics 

[20, 35]. These contributions underline the potential of machine learning and wearable technology in stress detection, focusing 

on sensor-based approaches. Sadruddin et al, conducted a secondary study highlighting the use of supervised and unsupervised 

machine learning algorithms, as well as deep learning techniques, in stress detection in domains such as healthcare, sports, 

workplace, and education [77]. Their study underscores the importance of data fusion, particularly in scenarios such as driving 

stress monitoring and workplace stress detection, to improve model accuracy. However, it falls short in addressing the technical 

implementation and specific methodologies of data fusion, leaving room for further exploration. This paper presents a 

systematic review focusing on methodologies, classifiers, and data fusion techniques in mental stress recognition. The aim is to 

synthesize current knowledge, identify gaps, and propose directions for future research.  

 

Section 2 will address the methodology used in the study to identify relevant articles. Section 3 will describe the materials used. 

Section 4 will detail the planning process, including the research questions, the search string, and the inclusion and exclusion 

criteria. In section 5 the execution of the search string will be carried out. Section 6 will present the results of the research 

questions. In section 7 the findings will be discussed and, finally, in section 8 the conclusions will be offered. 

 

 

2 Methodology 
 

The methodological approach used is the approach of a Systematic Literature Review (SLR) [82], specifically the adaptation 

proposed by A. Aguileta and O. Gómez, which emphasizes the planning, execution, and reporting to ensure a comprehensive 

and impartial review of the literature [21]. After analysis, it was concluded that this method is the most suitable for the 

objectives of the study. The adaptation of the method is divided into three stages: 

1. Planning: In this phase, the study protocol is developed through an iterative process. Research questions are 

formulated, and the objectives are defined. The sources for the searches are also specified, the language of the papers is 

considered, and inclusion and exclusion criteria are established to select the relevant literature. 

2. Execution: Here, the study protocol is implemented, and the search string is executed in the specified sources. The 

results obtained are evaluated according to the established inclusion and exclusion criteria. The relevant information 

from the selected articles is synthesized and recorded in an orderly and systematic manner. 

3. Report: This phase focuses on communicating the findings of the study. Reports are prepared that highlight the relevant 

results and conclusions obtained during the literature analysis. This methodological approach enables to the research 

objectives set out in this mapping study. 

 

 

3 Planning 
 

This section details the methodological planning for research on stress recognition using wearable mental sensors and data 

fusion methods. The goal is to understand and address aspects of the state of the art of mental stress detection. To this end, 

research questions have been formulated and a search chain has been developed to identify relevant studies. 

 

3.1 General objective  

3.2  

The purpose of this study is to analyze data fusion techniques, classifiers, sensors, and evaluation metrics used for mental stress 

recognition, highlighting trends, limitations, and opportunities for improvement in this research area. 

 

3.3 Research questions 

 

The seven Research Questions (RQ) that guided the conduct of the study are: 

RQ1. How are articles on mental stress recognition distributed over time, and what are the research themes? Objective: Identify 

trends in the publication timeline and thematic focus of research in mental stress recognition. 

RQ2. Which data fusion methods have been most frequently applied in mental stress recognition using wearable sensors? 

Objective: Provide an overview of the data fusion techniques used and evaluate their characteristics. 

RQ3. What classifiers are most frequently used in the recognition of mental stress? Objective: Determine the most used 

classifiers in the literature on this topic. 

RQ4. What are the most used sensors to collect data related to mental stress? Objective: Identify the most common sensors. 
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RQ5. How is temporal segmentation of data (e.g., overlapping time windows [75]) implemented in mental stress analysis? 

Objective: To explore the methodologies for dividing data into time windows and assess their impact on detecting stress-related 

patterns. The term overlapping time windows refers to time segments where successive windows share common portions of 

data, allowing for more continuous and dynamic signal analysis [75]. 

RQ6. What evaluation metrics are most frequently used to measure the performance and reliability of mental stress recognition 

models? Objective: Identify the most relevant metrics to measure the effectiveness of the models. 

RQ7. What is the accuracy of the most frequently used classifiers for mental stress recognition? Objective: To evaluate the 

effectiveness of different mental stress detection approaches in terms of their accuracy. 

 

3.4 Search string  

 

To build the search string, key keywords were identified: “mental stress,” “data fusion,” “artificial intelligence,” and “wearable 

sensors.” Logical operators such as AND and OR were used to combine these keywords, ensuring coverage of the literature: 

"Mental stress" AND ("data fusion" OR "artificial intelligence" OR "machine learning" OR "multiview learning" OR "multi 

view learning" OR "multiview" OR "multi view") AND ("wearable sensors" OR "sensors " OR "wearable" OR "time series" OR 

"Non-Invasive Sensors") 

 

3.5 Inclusion and exclusion criteria  

 

These criteria guarantee the selection of publications: 

Table 1. Inclusion and Exclusion Criteria 

Criterion Description 

IC1 Articles published in English. 

IC2 Articles completed and published. 

IC3 Articles describing the procedure for 

providing an analysis. 

IC4 Articles no more than eleven years old. 

EC1 Articles that do not present any of the 

previously mentioned characteristics. 

EC2 All articles that are surveys, proposals, 

research studies or any derivative 

thereof. 

EC3 Retracted articles. 

EC4 Articles that deal with stress, but not 

mental stress 

EC5 Articles that do not offer explicit 

information about the data fusion 

method used or that do not allow a clear 

inference about said method. 

 

 

4 Execution 
 

This section describes the research execution process, from the selection of the database to the application of the inclusion and 

exclusion criteria, as well as the results obtained with the previously defined search string. 

For information retrieval, Scopus was chosen, a bibliographic reference database from the company Elsevier with recognition in 

the scientific context. These databases were chosen as a source for retrieving articles due to their coverage of scientific literature 

reviewed by experts in multiple disciplines, including engineering, computer science, and health. This ensures access to 

publications of recognized quality for the scope of this review [22]. 

 

4.1 Selection of primary results  

 

After defining the inclusion and exclusion criteria, the search string was run in Scopus in November 2024. Information is 

obtained through a systematic review process that includes keyword-based searches in Scopus, reading of the found article, then 

filtering by inclusion/exclusion criteria and synthesizing data into predefined categories such as methodologies, classifiers and 

sensors. Each article is evaluated based on its contribution to answering the research questions. Articles are considered detailed 
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if they explicitly describe the methodologies used, data fusion techniques, and provide quantitative evaluations of classifiers and 

sensors and critically analyze their findings in specific contexts with clear references to previous work. 

Results: 

Source: Scopus 

No. of results: 163 

No. of publications included: 49 

No. of publications excluded: 114 

As a result, forty-nine articles were identified and integrated into the research.  

 

 

5 Report 
 

This section presents the results of the research, structured and analyzed based on the questions posed during the planning 

phase. Each question guides the exploration and discussion of the findings.  

 

RQ1. How are articles on mental stress recognition distributed over time, and what are the research themes? 

In recent years, mental stress detection through wearable sensors and data fusion methods has become a research area. This 

research can be classified into three areas: 

Category 1: Detection of mental stress using physiological signals and wearable technology: 

1.1 Development of systems and devices 

1.2 Accuracy and effectiveness evaluation 

1.3 Validation of machine learning algorithms 

Category 2: Mental stress detection applications: 

2.1 Work environments 

2.2 Situations (e.g., chess games) 

2.3 Groups (e.g., firefighters, drivers) 

2.4 Medical and public health contexts 

2.5 Populations (e.g., students, people on the autism spectrum) 

Category 3: Development and evaluation of specific systems and technologies: 

3.1 Development of portable systems and devices for the detection of mental stress 

3.2 Evaluation and improvement of classification and machine learning algorithms for the detection of mental stress 

3.3 Development of intelligent and cyber-physical models for the detection and prediction of mental stress. 

Figure 1 shows the frequency of articles in each category. Category 1 is the most frequent with fifty-four articles, followed by 

Category 2 with nineteen and Category 3 with twenty-five. An item can belong to multiple categories and subcategories.  

 

 
Fig. 1. Frequency of Articles in Each Category 

 

An analysis of the temporal distribution and research objectives is shown in Table 1 and provides an understanding of the field 

of mental stress recognition, highlighting trends and areas of focus in literature.  

 

Table 1 presents the distribution of research articles across the three categories. Each category reflects a focus, such as the 

development of stress detection systems or the application of wearable technology in specific contexts. Overlaps were observed 

as some studies contribute to multiple categories. The discrepancy in the number of articles arises because certain studies 

address multiple research topics, leading to their inclusion in more than one category. 
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Table 1. Temporal Distribution and Research Objectives in Mental Stress Recognition 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

RQ2. Which data fusion methods have been most frequently applied in mental stress recognition using wearable 

sensors?  

The results of research question RQ2 illustrate the classification of abstraction-level data fusion methods employed by the 

articles. Figure 2 presents a pie chart showing the frequency of use of these methods. 

 

For this question, the classification proposed by Hassan and Abid [10] will be used, which divides the fusion methods into three 

levels: Feature-Level Data Fusion, Data-Level Data Fusion, and Decision-Level Data Fusion. 

 

The discrepancy in article count arises because not all studies used a single data fusion method. Therefore, the results are 

presented in two types, first the studies that performed a single data fusion method are presented and then the studies that used 

more than one data fusion method are presented. 

 

Figure 2 presents the distribution of data fusion methods used in the analyzed articles. The methods are classified into data 

fusion at feature level, data fusion at data level, and data fusion at decision level. This figure allows us to observe which 

methods predominate in the studies.  

 
Fig. 2. Frequency of use of data fusion method 

Year Category 1: Detection of mental stress using 

physiological signals and wearable technology 

Category 2: Mental stress detection 

applications 

Category 3: Development and 

evaluation of specific systems and 

technologies 

Sub. 1 2 3 4 5 6 7 8 9 10 11 12 

2013 [23]     [23]       

2014             

2015   [24]        [24]  

2016 [26]    [26]  [25]   [25]   

2017 [27]    [27]        

2018 [28] [29]         [28]   

2019 [30] [40] [41] 

[42] [43] [5] 

[5]        [42] [43] [41]  

2020 [44] [45]  [4] [3] [45]      [4]  

2021 [48] [6] [47] [49] 

[50] [7] 

[46] [51] [48]  [6] [7] [46] 

[48] 

 [47] [49] [50] [46] [50] 

2022 [52] [53] [56] [54] [55]     [52]  [56] [54]  

2023 [58] [60] [61] 

[62] [63] [64] 

[66] 

[59] [67] [65] 

[67] 

  [58] 

[57] 

 [60] [61] 

[57] 

[58] [67]  

2024 [68] [78] [80] [68] [77] [69][70] [77] 

[79] [81] 

[69] 

[70] 

   [70] 

 

[68] [70] 

[77]  

[68] [78] 

[80] 

[69] [77] 

[79] 

[70] [78] 

[81] 
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As seen in Figure 2, the most used method is data fusion at the feature level, with a total of 26 articles [3, 4, 6, 7, 24, 25, 28, 29, 

30, 41, 42, 43, 45 , 47, 48, 49, 50, 51, 53, 54, 56, 57, 63, 70, 79, 81]. Second, data fusion at the data level has been used by 5 

papers [5, 23, 44, 55, 58]. Finally, 3 articles have employed decision-level data fusion [46, 52, 78]. 

 

The articles show a diversity in the use of data fusion methods, each offering advantages depending on the type of data available 

and the objectives of the study. Combining multiple fusion methods often provides greater accuracy and robustness by taking 

advantage of the strengths of each method. Some studies have implemented more than one data fusion method, as presented in 

Figure 3. 

 

Figure 3 illustrates the combinations, such as feature-level and decision-level fusion and feature-level and data-level fusion.  

 

 
Fig. 3. Frequency of combining data fusion methods 

 

Data fusion at the feature and decision level is the most used, with 6 articles [27, 40, 60, 61, 69, 80]. Second is data fusion at the 

feature and data level, with 5 articles [26, 59, 65, 66, 77]. Finally, the data fusion method at the features, data and decision level 

has been used in 4 articles [62, 64, 67, 68]. 

 

RQ3. What classifiers are most frequently used in the recognition of mental stress?  

The results of question RQ3 show the frequency of classifiers used in mental stress recognition. Although more classifiers have 

been used in the articles, only those with the highest usage will be presented, as illustrated in Figure 4. Figure 4 details the 

classifiers used in the reviewed articles, with a focus on methods such as Support Vector Machine (SVM), Random Forest (RF), 

and K-nearest Neighbors (KNN). 

 

 

 
Fig. 4. Frequency of Classifiers Used in Mental Stress Recognition 

 

In the articles, 36 classifiers were identified for the detection of mental stress, although not all were widely used. The Support 

Vector Machine (SVM) [31] is the most used classifier, appearing in 27 articles [4, 6, 7, 23-28, 30, 40, 44, 45, 46, 48, 49, 52, 54, 

58, 59, 60, 61, 64, 66, 67, 69, 77]. It is followed by Random Forest (RF) [33], present in 20 articles [3, 4, 5, 7, 29, 40, 42, 43, 49, 

53, 54, 57, 59, 60, 61, 63, 66, 68, 69, 77], and then the K-nearest neighbors (KNN) [35], with 16 references [4-7, 30, 42, 45, 54, 

58, 59, 60, 61, 63, 66, 67, 69]. Other classifiers include the Decision Tree (DT) [37] , which appears in 15 articles [4, 6, 7, 30, 

42, 44, 53, 54, 58, 59, 60, 61, 63, 66, 77], and Logistic Regression [38], used in 11 articles [3, 5, 7, 30, 44, 49, 53, 58, 60, 61, 64, 

67, 68, 77]. Naive Bayes (NB) [70], Multilayer Perceptron (MLP) [71] and Artificial Neural Network (ANN) [72] classifiers 

appearing in 7 [6, 45, 53, 54, 60, 61, 69], 5 [5, 23, 26, 58, 61] and 6 [4, 24, 41, 46, 66, 78] articles respectively. Classifiers such 

as AdaBoost [73], Convolutional Neural Networks (CNN) [74] have a lower frequency of use, each appearing in 5 articles [3, 4, 

27, 78] and 4 articles [3, 41, 52, 78] respectively. 

 

RQ4. What are the most used sensors to collect data related to mental stress?  

 

The results of question RQ4 show the frequency of sensors used in mental stress recognition. Although more sensors have been 

used in the articles, only those with the highest usage will be presented. Figure 5 details the frequency of use of these sensors.  
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Figure 5 shows the sensors for collecting physiological data related to mental stress, such as ECG (Electrocardiogram) and EEG 

(Electroencephalogram). These sensors capture physiological signals that reflect the stress response, and their use varies 

depending on the application context. 

 

Among the articles, 34 sensors used for mental stress detection are identified. The most common sensor is the ECG 

(Electrocardiogram) sensor, present in 24 articles [26, 29, 40, 43, 45, 46, 47, 49, 53, 54, 55, 56, 57, 58, 60, 61, 63, 66, 67, 69, 77, 

78, 79, 81]. It is followed by the EEG (Electroencephalogram) sensor, used in 15 articles [29, 35, 40, 43, 49, 50, 53, 56, 57, 60, 

64, 67, 77, 80, 81]. The temperature sensor appears in 12 articles [5, 25, 26, 40, 46, 51, 55, 57, 62, 65, 68, 77], followed by the 

respiration sensor and the accelerometer, present in 11 [3, 11, 14, 15, 20, 29, 57, 58, 61, 62, 81] and 9 [5, 25, 26, 30, 41, 46, 51, 

57, 68] articles, respectively. 

 

 
Fig. 5. Frequency of Sensors Used in Mental Stress Recognition 

 

The PPG sensor and the electromyography sensor are found in 7 [5, 30, 48, 60, 65, 67, 77] and 5 [43, 53, 60, 62, 66] articles, 

respectively. Furthermore, GSR Sensor and EDA Sensor are each present in 6 articles [26, 27, 40, 43, 77, 80], [5, 27, 43, 77, 

80], respectively. Additionally, the Empatica E4, Microphone, and BVP Sensor are each present in 4 articles [42, 44, 45, 59], [6, 

25, 30, 41], [29, 44, 49, 60] respectively. Lastly, the Physiological Sensor, Motion Sensor, Shimmer, and Gyroscope are each 

present in 3 items. 

 

RQ5. How is temporal segmentation of data (e.g., overlapping time windows) implemented in mental stress analysis? 

Not all relevant articles provide information about the time windows used in their research. Data to address research question 

RQ5 were extracted from articles that provided details about the time windows used. In Figure 6, approaches to segmenting 

temporal data are discussed, highlighting overlapping time windows and uniform length windows. This analysis helps 

understand how data are structured in experimental studies and their impact on detecting stress-related patterns. 

 

 
Fig. 6. Frequency of Different Types of Time Windows Used in Mental Stress Recognition Studies 

 

It can be observed that overlapping time windows, which refer to time segments where successive windows share common 

portions of data, allow for more continuous and dynamic signal analysis [75] are the most frequent, used in 6 articles [23, 28, 

42, 44, 49, 64]. Uniform-length time windows were used in 5 papers [24, 30, 40, 57, 69]. These uniform-length time windows 

refer to divisions of time into equal intervals, used to segment temporal signals or data into consistent blocks for analysis [76]. 

 

RQ6. What evaluation metrics are most frequently used to measure the performance and reliability of mental stress 

recognition models? 

The results of question RQ6 show the frequency of metrics used in mental stress recognition. Although more sensors have been 

used in the relevant articles, only those with the highest usage will be presented. Figure 7 illustrates the frequency of use of 

these metrics. 
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Fig. 7. Frequency of Metrics Used in Mental Stress Recognition 

 

The most used metric is Precision, present in 29 relevant articles [5, 23, 24, 25, 28, 30, 41, 42, 44, 45, 46, 48, 49, 51, 52, 53, 54, 

56, 58, 59, 61, 62, 63, 67, 77, 78, 80, 81]. Subsequently, the most frequent metrics are Accuracy and Precision, each used in 25  

articles[4, 6, 23, 26, 27, 29, 30, 40, 41, 42, 45, 48, 49, 51, 52, 53, 54, 55, 57, 58, 61, 62, 63, 65, 67, 81], and 25 articles[5, 23, 25, 

26, 27, 29, 30, 40, 41, 43, 44, 46, 49, 50, 51, 54, 56, 58, 59, 60, 61, 62, 65, 69, 77], respectively. Recall appears in 20 articles [5, 

6, 23, 25, 27, 28, 29, 30, 40, 41, 42, 45, 48, 51, 53, 59, 62, 63, 68, 69], the confusion matrix in 14 articles [5, 23, 25, 27,  29, 30, 

40, 42, 49, 57, 59, 61, 68, 69], and the area under the ROC curve (ROC-AUC) in 13 articles [5, 7, 23, 24, 29, 30, 40, 41, 44, 59, 

65, 67, 69]. Specificity is mentioned in 11 articles [3, 24, 28, 29, 37, 44, 51, 53, 59, 69. 81], and finally, Sensitivity in 10 articles 

[24, 25, 28, 29, 37, 44, 47, 58, 69, 81]. 

 

RQ7. What is the accuracy of the most frequently used classifiers for mental stress recognition?  

Figure 8 presents a bar chart showing the average accuracy of the most frequently used classifiers in mental stress detection, 

according to the relevant articles. 

 

 
Fig. 8. Average Accuracy of the Most Frequently Used Classifiers in Mental Stress Detection 

 

The model with the highest accuracy is MLP, with an average accuracy of 89.50%. SVM, ANN, and RF also show similar 

levels of accuracy, with averages of 86.89%, 86.83%, and 86.20% respectively. K-nearest Neighbors (KNN) has an accuracy of 

76.41%, Decision Tree (DT) of 83.41%, and Logistic Regression of 82.21%. In contrast, Naive Bayes and AdaBoost show the 

lowest levels of accuracy, with accuracies of 67.77% and 67.00% respectively. These results indicate that AdaBoost and Naive 

Bayes are the least accurate classifiers for mental stress detection. 

 

6 Discussions 
 

When examining the research objectives of the articles, a variety of approaches and topics addressed is observed, as detailed in 

the three main categories and their subcategories. The most frequent category is “Mental stress detection using physiological 

signals and wearable technology”, which suggests a focus on the development of systems and devices for mental stress 

detection, as well as the evaluation of their accuracy and effectiveness. On the other hand, “Applications of mental stress 

detection” and “Development and evaluation of systems and technologies” also receive attention in the research, although  to a 

lesser extent compared to the first category. These categories cover application contexts, from mental stress detection in work 

environments to the development of models for mental stress prediction. Table 1 complements the visualization of these 

findings, showing the distribution of articles in each of the categories over time. The frequency of the category of mental stress 

detection through physiological signals and wearable technology stands out, followed by the category of applications for the 

detection of mental stress and development and evaluation of systems and technologies, although with a difference in the 

number of articles. 

 

In summary, the results of research question 1 (RQ1) suggest an interest and research activity in the field of mental stress 

recognition, with a focus on the development of technologies and systems for its detection. However, applications and 

technological approaches are also explored, reflecting the breadth of research in this area. 
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The results of research question RQ2 show that feature-level data fusion is the prevalent method in mental stress recognition. 

This approach was employed by 24 articles [3, 4, 6, 7, 24, 25, 28, 29, 30, 41, 42, 43, 45 , 47, 48, 49, 50, 51, 53, 54, 56, 57, 63, 

70, 79, 81], indicating a clear preference for integrating features derived from different data sources to improve model accuracy 

and robustness. Feature-level data fusion is frequently utilized for combining diverse signals into a single feature vector, which 

can facilitate the application of advanced machine learning techniques and improve model performance in certain contexts. This 

method is especially useful when handling heterogeneous data, as it allows capturing the variability and complementarity of 

different data types. Secondly, data-level data fusion has been used in 5 articles [5, 23, 44, 55, 58]. This approach involves the 

combination of raw data from multiple sources before any feature extraction process, which can be advantageous when the 

integrity of the original signals and their temporality are intended to be maintained. However, this technique can be complex to 

implement due to the need for data synchronization and alignment. Decision-level data fusion, used in only 3 papers [46, 52, 

78], involves combining results from multiple models or algorithms to make a final decision. 

 

Although this method can improve accuracy by averaging the results of classifiers, its lower frequency of use may be due to the 

complexity of designing appropriate voting or weighting systems. The combination of multiple fusion methods, as shown in 

Figure 2, highlights the tendency of some studies to leverage the strengths of each approach to improve the accuracy and 

robustness of the models. Data fusion at the feature and decision level is the most common, used in 6 articles [27, 40, 60, 61, 69, 

80], followed by feature and data fusion in 5 articles [26, 59, 65, 66, 77], and the combination of features, data, and decision in 

another 4 papers [62, 64, 67, 68]. These results suggest that although feature-level data fusion is predominant, the 

implementation of hybrid approaches can provide additional benefits by incorporating multiple levels of data integration, thus 

improving the effectiveness of mental stress recognition systems. 

 

In Research Question 3 (RQ3) the results reveal a variety of classifiers used in mental stress recognition, with Support Vector 

Machine (SVM) standing out as the most used among the articles. This preference for SVM can be attributed to its ability to 

handle complex and high-dimensional datasets, making it a choice for classification in this context. Random Forest (RF) and K-

nearest neighbors (KNN) are the other most frequent classifiers, suggesting that these classifiers are also considered effective for 

mental stress recognition. The popularity of RF may be due to its ability to handle noisy and high-dimensional datasets, while 

KNN is known for its simplicity and ability to adapt to different types of data. 

 

It is interesting to note that although Decision Tree (DT) and Logistic Regression are also common classifiers in this field, their 

frequency of use is relatively lower compared to SVM, RF, and KNN. This could be due to the limitations of these classifiers in 

terms of their ability to model complex relationships between variables and handle data sets with high dimensionality. In 

addition, the presence of other classifiers such as the Fully Connected Single Layer Neural Network with a Rectified Linear 

Activity Unit (ReLU) and the Self-Organizing Map (SOM) reflects the diversity of approaches and techniques employed in 

research on mental stress recognition. These classifiers may offer unique insights or specific solutions for certain types of data 

or application contexts. 

 

The diversity in the use of classifiers in mental stress recognition reflects the complexity of the problem and the need to explore 

a range of approaches to obtain results. The selection of the most suitable classifier will depend on several factors such as the 

nature of the data, the objectives of the study, and the limitations of the application context. 

 

In Research Question 4 (RQ4) we can notice the diversity of sensors used in mental stress recognition, this diversity reflects the 

complexity of capturing and understanding the physiological signals associated with this emotional state. The fact that the ECG 

Sensor is the most used one could be attributed to its ability to measure the electrical activity of the heart in a precise and non-

invasive manner, making it a tool to assess the cardiovascular response to stressful situations. On the other hand, the presence of 

the EEG Sensor in several studies suggests a interest in understanding the characteristics of brain activity related to mental 

stress. The EEG provides information about the electrical activity of the brain, allowing to detect specific patterns associated 

with stress and other emotions. The Temperature Sensor, the Breathing Sensor and the Accelerometer are also widely used 

sensors in mental stress detection. Body temperature, respiratory rate and physical movements can be important indicators of a 

person's physiological and emotional state, making them valuable options for monitoring stress. 

 

In addition to these common sensors, others such as the PPG Sensor, Electromyography Sensor, and Microphone are also used 

in multiple studies. The PPG Sensor, for example, can provide information on heart rate and pulse variability, while 

Electromyography can detect electrical activity of muscles, both of which are relevant to understanding stress response. Some 

sensors, such as the Video Sensor, GPS, and Light Sensor, have also been used in mental stress detection, suggesting a broad 

approach incorporating visual, location, and environmental cues in stress assessment. The variety of sensors used in mental 

stress detection underscores the importance of considering multiple physiological and environmental aspects to gain a full 
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understanding of this phenomenon. The selection of appropriate sensors will depend on the specific objectives of each study and 

the information to be collected about the experience of stress in different contexts and populations. 

 

In Research Question 5 (RQ5), we can see that overlapping time windows are more prevalent, suggesting a preference for a 

more dynamic and flexible approach to capturing physiological and behavioral data. These windows allow for a continuous 

analysis of signals over time, which can be crucial for identifying patterns of stress response across different times and 

situations. On the other hand, the use of time windows of uniform length may indicate an interest in segmenting data into 

predefined intervals. This may facilitate direct comparison between different time periods and simplify data analysis by 

standardizing the time units used. The choice between overlapping and uniform length time windows may depend on several 

factors, including the research objectives, the nature of the physiological or behavioral signals being analyzed, and the 

methodological preferences of the researcher. 

 

Furthermore, other, less common types of time windows may also offer advantages in certain contexts, such as detecting 

specific events or capturing abrupt changes in stress response. In other words, choosing the right time window is a crucial aspect 

in the design of studies on mental stress, as it can influence researchers’ ability to capture and understand the complex temporal 

dynamics associated with this condition. The diversity in the use of time windows across the relevant articles underlines the 

importance of carefully considering this methodological aspect in future stress research. 

 

The results of question RQ6 reveal a clear preference for certain metrics in the assessment of mental stress recognition. This 

preference may be influenced by several factors, such as the nature of the data, the purpose of the study, and the particularities 

of the model used. Figure 7 effectively illustrates the frequency of use of these metrics, providing a comprehensive overview of 

current trends in research. The F1 score, with a presence in 25 relevant articles, emerges as the most used metric. This is not 

surprising, given that the F1 score is a measure that combines precision and recall into a single metric, offering a balance 

between the two. In the context of mental stress recognition, where both false positives and false negatives can have significant 

implications, the F1 score becomes a logical choice. Its frequent use indicates that researchers value a balanced assessment of 

model performance, avoiding bias towards one metric over the other. 

 

 The diversity in the metrics used reflects the complexity and multidimensionality of mental stress recognition. The choice of 

metrics depends largely on the specific objective of each study and the characteristics of the data and models used. The trend 

towards the use of the F1 score and other balanced metrics underlines the importance of a comprehensive and balanced 

evaluation of the performance of models in this field. 

 

The results of question RQ7 provide a clear insight into the relative effectiveness of various classifiers in the task of mental 

stress recognition. Figure 8 visually presents this data, highlighting the differences in performance of the most used models. The 

most relevant findings are discussed below. The Multilayer Perceptron (MLP) model stands out with an average accuracy of 

89.50%, suggesting that this classifier is particularly effective in detecting mental stress. MLP’s ability to capture complex non-

linear relationships in data may be a key factor contributing to its high performance. This makes it an attractive option for 

researchers and practitioners looking to maximize accuracy in their mental stress classification models.  

 

Support Vector Machine (SVM), Artificial Neural Networks (ANN), and Random Forests (RF) models also show levels of 

accuracy, with averages of 86.89%, 86.83%, and 86.20% respectively. These results indicate the robustness of these classifiers 

in the task of mental stress recognition. SVM is known for its ability to handle high-dimensional spaces, while ANN can model 

relationships. RF, on the other hand, handles noisy data and prevents overfitting, which explains its accuracy. The K-nearest 

Neighbors (KNN) classifier exhibits an accuracy of 76.41%, which, although lower than the previously mentioned models, is 

still reasonably high. Decision Tree (DT) and Logistic Regression show accuracies of 83.41% and 82.21% respectively. The 

lower accuracy of KNN can be attributed to its sensitivity to noise and data distribution, while DT and Logistic Regression are 

generally simpler and less flexible than models such as MLP and SVM, which may explain their slightly lower performance. 

Naive Bayes and AdaBoost show the lowest levels of accuracy, with accuracies of 67.77% and 67.00% respectively.  

 

These results indicate that these classifiers are less effective for mental stress detection compared to the other models evaluated. 

The simplicity of Naive Bayes and its assumption of feature independence may limit its ability to capture the complexity of 

mental stress-related data. AdaBoost, although a powerful ensemble method, may not be suitable for this specific domain due to 

its sensitivity to noisy and imbalanced data. 
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7 Conclusions 
 

When examining research objectives in mental stress recognition, a prevalence of studies focused on detection using 

physiological signals and wearable technology stands out. This trend suggests a predominant focus on the development of 

systems and devices to monitor stress, with a notable attention to their accuracy and effectiveness. Although other areas such as 

specific applications and technological developments also receive attention, they do so to a lesser extent. 

 

Regarding data fusion methodologies, feature-level fusion is the most prevalent, employed by most articles. This approach 

allows for effective integration of data from various sources, improving the accuracy and robustness of models. Other methods, 

such as data fusion at the data and decision levels, are less common but offer specific benefits in certain contexts. The 

combination of multiple fusion methods, as observed in 30.61% of the reviewed studies, suggests an effort to leverage the 

complementary strengths of each approach for improved model robustness and accuracy. Research on classifiers for mental 

stress recognition shows a preference for Support Vector Machine (SVM), followed by Random Forest (RF) and K-nearest 

neighbors (KNN). These classifiers stand out for their ability to handle complex and high-dimensional data. Although other 

classifiers such as Decision Tree and Logistic Regression are used, they are less frequently used, suggesting limitations in their 

ability to model complex relationships between variables. Finally, the most used sensors include ECG and EEG, due to their 

ability to accurately measure cardiovascular and brain activity, respectively. Sensor selection is crucial to capture multiple 

physiological and environmental aspects of mental stress. Regarding evaluation metrics, accuracy, precision, and F1 Score are 

the most frequent, reflecting the importance of correctly classifying mental stress. LDA and MLP models stand out for their 

high precision, although their use is less frequent, indicating a potential yet to be fully explored. This systematic review 

highlights significant progress in mental stress recognition through wearable sensors and Fusion Methods AI. Feature-level data 

fusion and classifiers like SVM and RF stand out for their effectiveness, while ECG and EEG remain the most utilized sensors. 

Future research should focus on hybrid data fusion techniques and evaluating systems in diverse populations to enhance their 

practical applicability. 
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