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Abstract. In this research work we review the fact that although 
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training in the systems that help the diagnosis of this disease. 
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1 Introduction 
 

Breast cancer is one of the most common health problems that have a great negative impact on public health worldwide. AI has 

become a very useful tool in healthcare, in the context of medical imaging aiding cancer diagnosis. 

 

Although there are different datasets containing mammogram images, these are limited data sets because they are images that 

may contain sensitive information about the patients whose images were taken. This has caused that diagnostic systems do not 

have the necessary information to be trained to perform an efficient diagnosis. 

 

In this research it is proposed to generate synthetic images using generative artificial intelligence models, with which good 

quality images are obtained and that allow to increase the repositories, allowing its use in school and medical research. 

 

1.1 Motivations  

 

Breast cancer is a disease with a significant impact. Arceo-Martínez et al. (2021) mention that breast cancer is recorded as the 

most common type of cancer worldwide, with an incidence of over 45 cases per 100,000 inhabitants, with the female population 

being the most affected. 

 

With scientific and technological advancements and the rise of artificial intelligence, it is now possible to use AI systems to 

recognize patterns in medical images for the detection of this disease. 

 

Currently, mammography repositories are available, and although they are highly beneficial for developing predictive systems 

for this disease, these systems require a vast amount of images to achieve better results. 

 

Aguirre et al. (2021), in their article on AI applied to medical imaging, state that the main objectives of artificial intelligence 

range from assisting radiologists, optimizing images, recognizing structures, segmenting lesions, and even transcribing reports. 
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These objectives share a significant potential impact on the field of AI and, consequently, on medicine, where the role of 

radiology is becoming increasingly crucial. 

 

Bastidas (2021) explains that one of the key characteristics of artificial intelligence is that systems require data to "learn" and act 

intelligently after being trained. He notes that, for certain applications, a few dozen data points are typically used for proof of 

concept, but as soon as possible, the system is scaled to use hundreds, thousands, or even tens of thousands of data points if 

available, to calibrate the final system. 

 

Due to the rise of artificial intelligence, there is a growing interest in applying models that can assist in diagnosing diseases in 

the healthcare field. However, one of the main challenges is bias in these systems, as achieving better training requires a large 

amount of data. 

 

1.2 Description of the research problem 

 

Freire Hidalgo (2021) states that there are currently various radiological screening techniques used for the diagnosis and early 

detection of breast cancer. Among the most commonly used is mammography due to its low cost and minimal radiation 

exposure for the patient. However, these techniques require manual interpretation by radiologists, which, due to several factors 

such as fatigue, noise, image contrast, morphological characteristics of the breast, and an excessive number of images, can lead 

to diagnostic errors. 

 

In their research, Vega et al. (2020) explain that in recent years, with the growing availability of electronically stored clinical 

information, the medical field has become an ideal environment for the development and application of new technologies. 

Machine learning has the potential to improve healthcare systems by analyzing millions of clinical data points, enabling the 

creation of predictive, screening, and diagnostic models. 

 

An essential aspect of breast cancer detection is the analysis of clinical images. In the research and implementation by Díaz et 

al. (2021), the lack of large public databases is discussed as a significant limitation to the clinical application of AI in medical 

imaging, despite the vast amount of information available in current Picture Archiving and Communication Systems (PACS). 

 

Jordon et al. (2022) mention that many large-scale datasets are sensitive and sharing them may violate fundamental rights 

protected by modern privacy regulations. As a result, high-dimensional datasets, which are often scarce, are inherently 

vulnerable to privacy attacks, and existing anonymization techniques do not provide adequate protection. This limitation 

restricts the ability to share large datasets, creating a bottleneck in the development and implementation of data science and 

machine learning methods. 

 

As noted by Mendizábal & Montoya (2024), with digitalization, binary codes translated some reference of reality. However, 

with generative AI, images are now the product of algorithms. This means that images can be self-generated; by passing the 

reality they once aimed to reflect, extracting their essence, and instead being created solely through algorithmic combinations, 

leading to self-referential productions. 

 

Pinaya et al. (2022) highlights that the generation of synthetic data provides a promising alternative, allowing the augmentation 

of training datasets and facilitating large-scale medical imaging research. 

 

Although there are various datasets with medical images related to breast cancer, they are relatively small. Significant progress 

has been made in detecting this disease using machine learning techniques. However, the effectiveness of these models may be 

limited by the quantity and quality of the data available for training, which could result in biased and less robust models. 

 

1.3 Objectives of the thesis 

 

The objectives of this thesis describe what is intended to be achieved in this research. 

 

1.3.1. General Objective 

Apply a generative artificial intelligence model through programming and training techniques to expand existing repositories of 

mammograms with breast cancer. 
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1.3.2. Specific Objectives 

• Select generative artificial intelligence techniques through research to implement a generative model. 

• Generate a synthetic dataset that closely resembles the original set using artificial intelligence techniques to augment 

the existing data in a repository. 

• Evaluate the generated medical images using qualitative and quantitative metrics to determine their quality. 

 

 

 

1.4 Brief description of the contribution of the thesis 

 

This research paper proposes an alternative that addresses the lack of medical images related to breast cancer. These datasets are 

limited by the scarcity of images, and it is very difficult to have access to large repositories. Therefore, we propose the use of 

generative artificial intelligence to create new images from existing ones, in order to increase the image repositories, favoring 

the training and efficiency of systems that help in the detection of breast cancer. 

 

2 Background 
 

Table 1 shows that generative artificial intelligence began in the 1960s with the arrival of the chatbot named Eliza. According to 

Decide4AI (2023), there were no significant advances for several decades, leading to what was known as the "AI winter." 

However, major breakthroughs emerged in 2012 with deep networks and later in 2014 with the introduction of GANs. 

 

Table 1: Background of Generative AI (Lawton, 2023) 

Date Author Contribution 

1966 MIT Professor Joseph 

Weizenbaum 

Created the first chatbot, Eliza, which simulates conversations with 

a psychotherapist. 

2014 Research scientist Ian 

Goodfellow 

Developed Generative Adversarial Networks (GANs), which pit two 

neural networks against each other to generate increasingly realistic 

content. 

2014 Diederik Kingma and 

Max Welling 

Introduced Variational Autoencoders (VAEs) for generating images, 

videos, and text. 

2015 Stanford researchers Published a study on diffusion models in the paper Unsupervised 

Deep Teamwork via Nonequilibrium Thermodynamics. This 

technique provides a way to reverse-engineer the process of adding 

noise to a final image. 

2017 Google researchers Developed the concept of Transformers in the seminal paper 

Attention Is All You Need, inspiring further research on tools that 

could automatically analyze unlabeled text in large language models 

(LLMs). 

2018 OpenAI Launched GPT (Generative Pre-trained Transformer). Trained on 

approximately 40 gigabytes of data and consisting of 117 million 

parameters, GPT paved the way for future LLMs in content 

generation, chatbots, and language translation. 

2021 OpenAl Introduced DALL·E, which can generate images from text prompts. 

The name is a combination of WALL·E, the name of a fictional 

robot, and the artist Salvador Dalí. 

2022 Researchers from 

Runway Research, 

Stability AI, and 

CompVis LMU 

Released Stable Diffusion as open-source code, allowing automatic 

image content generation from text prompts. 

 

 

 

2.1 Important Issue 1 

 

Medical datasets become limited, thus contributing to low efficiency in models that aid in disease detection.  
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In Shoshan et al. (2023) an attempt is made to show that when data is sparse, synthetic data can be used to increase the available 

repository, allowing AI models to be trained with a larger dataset. A new method for calibrating the synthetic error estimate to 

match that of the real domain is also presented. 

 

Similarly, Yang et al. (2023) explores the innovative concept of leveraging AI-generated images as new data sources, reshaping 

traditional modeling paradigms in visual intelligence. It is also mentioned that unlike real data, AI-generated data show 

remarkable advantages, including unmatched abundance and scalability, rapid generation of vast datasets, and effortless 

simulation. Thus, the potential of its generated data is explored in a range of applications, from training machine learning 

models to simulating scenarios for computational modeling, testing and validation. 

 

2.2 Major Theme 2 

 

It is difficult to have access to large datasets due to the sensitivity of these datasets as they contain important patient 

information. With the advent of GANs, the generation of high quality images has been opened up, making it possible to increase 

repositories. 

 

In McNulty et al. (2024), a reusable and open-source synthetic image generation process, the GAN image synthesis tool (GIST), 

was developed that is easy to use and implement. The process helps to improve and standardize AI algorithms in digital health 

by generating high-quality synthetic image data that are not tied to specific patients. 

 

 

2.3 Related work 

 

Table 2 details some of the related works found that are relevant to the proposed project, contributing to a better understanding 

of the problem addressed. 

 

Table 2: Related Works 

Project Name Author Description 

Synthesis of 2D medical images 

using a probabilistic diffusion 

model with transformer-based 

noise removal 

(Pan et al., 

2023) 

A medical image synthesis framework is 

presented to address the challenge of limited 

training datasets for AI models. 

Alignment of synthetic medical 

images with clinical knowledge 

using human feedback 

(Sun et al., 

2023) 

Introduces a framework with a pathologist in 

the loop to generate clinically plausible 

synthetic medical images. 

Medical Diffusion: Probabilistic 

diffusion models with noise 

removal for 3D medical image 

generation 

(Khader et 

al., 2022) 

Demonstrates that probabilistic diffusion 

models can synthesize high-quality medical 

image data, validated for MRI and CT images. 

On the usability of synthetic data to 

enhance the robustness of deep 

learning-based segmentation of 

cardiac MRI images 

(Al Khalil 

et al., 2023) 

Investigates the effectiveness and usability of 

a diverse synthesized database of realistic 

CMR images for cardiac MRI segmentation. 

Generation of synthetic ground-

glass nodules using generative 

adversarial networks (GANs) 

(Wang et 

al., 2022) 

Develops a generative adversarial network 

(GAN) model to generate synthetic pulmonary 

lesions that mimic ground-glass nodules 

(GGNs). 

Reproduction of brain tumor 

images with multi-tasking using 

diffusion models 

(Rouzrokh 

et al., 2022) 

Describes a DDPM for performing multiple 

repainting tasks on 2D axial slices of brain 

MRIs with various sequences, presenting 

proof-of-concept examples of its performance 

across different evaluation scenarios. 
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Brain image generation with latent 

diffusion models 

(Pinaya et 

al., 2022) 

Explores the use of latent diffusion models to 

generate synthetic images from high-

resolution 3D brain scans. 

Deep learning-based patient re-

identification can leverage the 

biometric nature of medical chest 

X-ray data 

(Packhäuser 

et al., 2022) 

Demonstrates that a well-trained deep learning 

system can retrieve patient identity from chest 

X-ray data. 

Adapting pre-trained vision and 

language foundation models to 

medical imaging domains 

(Chambon 

et al., 2022) 

Investigates and expands the representation 

capabilities of large pre-trained foundation 

models for medical concepts, specifically 

leveraging stable diffusion models to generate 

domain-specific images found in medical 

imaging. 

Study of generative adversarial 

networks for synthetic data 

generation and their application to 

optoacoustic tomography 

(Lopina et 

al., 2023) 

Proposes the use of a generative adversarial 

network (GAN) to perform data augmentation 

aimed at improving image reconstruction in 

optoacoustic tomography (OAT) systems. 
 

 

 

3 Proposed Solution Approach 
 

The GAN model described in Figure 1, uses two neural networks, one to generate images and one to discriminate the generated 

images. The discriminator aims to differentiate when an image is false or real and the generator seeks to generate images that 

cannot be recognized as false by the discriminator. The GAN model was chosen because it allows the generation of realistic and 

quality images, which will contribute significantly to the expansion of the repository. 

 

 
Figure 1 Methodology of the GAN training process Amazon Web Services, Inc. ( s/f-b) 

 

4 Experimental results 
 

The GAN model was applied in Python and implemented in different environments to determine which requirements are best 

for effective training. 

 

1. Computer without GPU: A CPU-based system with the characteristics described in Table 3 was used. 
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Table 3: PC Specifications 

Brand DELL 

Computer Type CPU 

Processor Intel Core I5 

RAM 32GB 

Storage 500GB 

 

During the implementation of the model, significant issues were observed: 

• The process was very slow, requiring small 128x128 images and small batch sizes to minimize execution time. 

• Difficulties completing the training process. 

• The model failed to generate images due to excessive resource usage, causing the process to be interrupted. 

 

Image 2 displays some images generated using the following parameters: 

 

• Input Images: 1000 (128x128) 

• Epochs: 40 

• Batch Size: 8 

• Execution Time: 7 hours 55 minutes 

 

 
Image 2: Images Generated on a CPU-Based System Without GPU 

 

2. Google Colab with GPU: Google Colab was chosen (Table 4) as it provides free resources, such as RAM and graphics 

cards, to improve execution times. 

 

Table 4: Google Colab Specifications 

Brand Google Colab 

Computer Type Virtual 

GPU 15GB 

RAM 12.7GB 

Storage 112.6GB 

 

Observations: 

• Memory filled up, causing the training process to be interrupted. 

• After approximately 15 minutes, the session would automatically close, requiring re-execution. However, with the 

saved training progress, it was easier to resume and complete the process. 
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• The GPU memory is only available for a limited time. 

 

Image 3 displays some images generated using the following parameters: 

• Input Images: 1000 (512x512) 

• Epochs: 40 

• Batch Size: 8 

• Execution Time: 2 hours 45 minutes 

 

 
Image 3: Images Generated in Google Colab with GPU 

 

3. Computer with GPU: Due to the issues encountered in the previous execution environment, a laptop was acquired 

(Table 5) with different specifications that improved the training process. 

 

Table 5: Laptop Specifications 

Brand MSI 

Tipo de equipo Laptop 

RAM 16GB 

GPU 8GB 

Storage 500GB 

 

Issues Encountered: 

• The entire dataset was used, including images of both the right and left breast, causing the generated images to be 

inaccurate. 

• Tests were conducted using images from only one side, but after accumulating multiple steps, the images stopped 

improving and began to deteriorate. This issue was identified as being caused by an imbalance in the discriminator. 

 

Image 4 displays some generated images based on the following parameters: 

• Input Images: 1281 (128x128) 

• Epochs: 500 

• Batch Size: 64 

• Execution Time: 2 hours 25 minutes 
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Image 4: Images Generated on Laptop with GPU 

 

 

 

 

5 Conclusions 
 

Although images identical to those in the original repository have not yet been obtained, a close approximation has been 

achieved, demonstrating significant progress in applying the GAN model. 

 

The laptop equipped with a GPU has shown better performance in terms of response times and resource management, 

facilitating the tests conducted on the selected GAN model. This has been particularly useful for continuing the necessary 

experimental tests to achieve the expected results. 

 

It is important to highlight that training can be time-consuming due to various challenges that may arise. Among the most 

common issues are overfitting and imbalance between the generator and discriminator networks, which negatively impact the 

model’s ability to effectively generate high-quality images. 
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