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Abstract. Personality encompasses a range of traits that define 
individual emotions, behaviors, and patterns of interaction. Given 

that these behavioral patterns likely influence how people engage 

with mobile devices, which are deeply integrated into daily life, 
this study explores the feasibility of assessing personality 

attributes through data collected from mobile sensors, specifically 

accelerometers. We present the methodology for data acquisition 
and preprocessing, along with the implementation of artificial 

neural networks and a multilayer perceptron for automatic 
personality prediction. Preliminary results indicate promising 

potential for inferring personality traits based on mobile usage 

data, highlighting accelerometer-derived features as valuable 

predictors in the absence of traditional surveys. 
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1 Introduction 
 

Personality refers to the long-lasting traits and behavior that make up a person's unique adaptation. This includes major personality 

traits, interests, impulses, beliefs, self-concepts, abilities, emotions, and behavioral patterns (Gary, 2015). Studying personality 

can help in different areas. For example, in the workplace it can identify candidates with personality profiles that fit the 

requirements of specific positions. In education it can be used to improve learning by allowing teachers to adapt teaching methods 

and materials depending on the different personalities of students. In marketing and sales, it assists in the creation of products and 

services that fit target consumers. In the area of criminology, it helps professionals to assess risks of recurrence of criminal activity 

of different individuals (Picca, et al., 2023).   

 

Therefore, personality recognition becomes an extremely important task for the development of different areas. The study of 

personality recognition consists of inferring the personalities of different users by accounting for users' self-reported data. Since 

the usual approaches tend to use precisely self-reported methods, these may present information biases (Rendon-Macías, et al., 

2020), since users tend to respond on their self-concept (Concha, et al., 2012), making the values not reliable at any given time. 

 

Therefore, the focus of this paper is to explore how the information obtained from usage habits of mobile devices like tablets and 

smartphones, can be used to recognize the personality of users, considering both passively obtained data from mobile device 

sensors and self-reported data from mobile device usage. For this, a methodology for data collection through mobile devices was 

designed (Zatarain, et al., 2024). These data consist of measurements provided by mobile accelerometer and gyroscope sensors,  

as well as usage data reported by the user. Additionally, the user has the possibility to record an audio to achieve a better reference 

framework and correlation between her/his personality and how this person uses her/his cell phone. The model used for personality 

characterization is the Big-Five model also known as OCEAN personality model (Wiggins, 1996), which measures five different 

personality traits in values between 0 and 1. Currently, these five personality traits can be calculated using the International 

Personality Item Pool (IPIP) test answering self-reported questionnaires. 

 

This paper presents an approach to profile personality prediction based on the user's personality reported in the OCEAN model, 

by considering the information of mobile sensors instead of IPIP test. For this, we specifically propose and evaluate different 
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neural network architectures that leverage users’ mobile usage patterns to estimate personality traits. To demonstrate the feasibility 

of this approach, we focus on predicting International Personality Item Pool (IPIP) test scores. In this study, we focus on sensor-

based input, specifically using only accelerometer data for model training and evaluation. 

 

This article is organized as follows: section 2 presents a summary of related works on the subject. Section 3 describes both the 

personality model, and the instrument employed to measure personality attributes. Section 4 briefly elaborates the complete 

structure of the system, as well as how the data is stored. On section 5 we present the steps and considerations to collect the data 

to generate the dataset. Section 6 explains how the data was prepared to be used in artificial intelligence algorithms. Then, section 

7 discusses the machine learning and deep learning models selected and the reasons for their choice, as well as explaining their 

structures in a more detailed manner. Section 8 presents the different clusters and predictions obtained from the application of the 

machine learning networks with the proposed pre-processing in previous sections, and finally we present Conclusions and Future 

work in section 9. 

 

2 Related Work 
 

For this work, we investigated several previous studies related to the scope of this paper, such as the ones on automatic personality 

recognition or APR, encompassing both classification and prediction approaches. The field of APR has evolved significantly over 

time. Many studies have explored various machine learning and deep learning techniques for feature extraction, as well as the use 

of different types of data. One such study is presented by Talaat et al. (2023), who had proposed a system that improves both 

personality and emotion recognition using text data gathered from social networks. The system comprises four modules: data 

acquisition, preprocessing, personality and emotion recognition. Feature selection and hyperparameter tuning are optimized using 

the Gray Wolf Optimization (GWO) algorithm using random forest and decision trees. The results showed that the model achieved 

approximately 99% accuracy in personality detection using text from users in twitter, outperforming other contemporary methods. 

On the other hand, the research done by Fu et al. (2024) introduced a method that incorporates data interpolation with 

heterogeneous conversational graph neural networks (HC-GNNs). Their approach focuses on capturing the interdependencies 

between speakers within dialogues, and although the authors did not report specific numerical results, they indicate that greater 

speaker diversity significantly improves personality recognition, leading to performance improvements over reference models, 

such as Multi-Layer Perceptron and Relational Graph Convolutional Networks. In a different modality, Arfaoui et al. (2025) 

explored the use of Natural Language Processing (NLP) and Deep Learning (DL) techniques to detect and extract personality 

traits from text. They employed deep learning architectures such as Convolutional Neural Networks (CNNs), Long Short-Term 

Memory (LSTM) networks, and BERT transformers in conjunction with Big-Five personality data. After applying standard 

preprocessing and data augmentation techniques to a Big-Five Essays dataset, the study evaluated multiple deep learning pipelines, 

revealing that combinations like BERT-CNN and BERT-LSTM achieved average accuracies of 50.6% and 48.5%, respectively 

across the five personality dimensions. Although moderate performance on accuracy, these results demonstrate the feasibility of 

integrating deep learning models for personality trait extraction. In a related study, Guenzel et al. (2025) focused on the extraction 

of personality traits from facial images sourced from the LinkedIn social network. Unlike text-based methods, this study used 

CNNs to extract visual features, enabling the prediction of Big-Five personality traits in a way that is comparable to traditional 

surveys. This approach has the added advantage of being less susceptible to manipulation, making it particularly applicable in 

corporate recruitment settings. However, this study does not report any specific numerical results or evaluation metrics, limiting 

the assessment of its predictive performance. 

 

Studies have also been conducted on the collection of data from mobile devices with the aim of using this data for psychological 

and behavioral analysis. One of the earliest works in this field was conducted by Ware et al. (2020), who investigated whether 

smartphone data could be used to predict symptoms of depression. Location data and phone usage time were collected from 182 

undergraduate students; they analyzed this information using unspecified machine learning models. The study successfully 

predicted cognitive and behavioral symptoms, achieving an F1-score of 0.86. This demonstrated the feasibility of continuous 

mental health monitoring using passive data collection. Following this, Moshe et al. (2021) extended the scope of data sources by 

incorporating wearable devices to predict symptoms of both anxiety and depression. The study involved 60 participants and 

collected data on GPS location, physical activity, and sleep analyzed through multilevel modeling statistical models. Results 

indicated that variations in location and sleep patterns significantly contributed to the prediction of mental health symptoms, 

reinforcing the potential of mobile sensing for early detection of psychological conditions. On the other hand, Wampfler et al. 

(2022) introduced a novel approach to affective state classification using data gathered from smartphones in naturalistic settings. 

They extracted color maps from tactile events and motion sensors and fed this data into a CNN. The study showed that affective 

states could be accurately classified using sensor data, and notably emphasized the method’s lower invasiveness, making it more 

suitable for real-world applications in privacy-sensitive environments. However, the reported classification performance was 

moderate, with Area Under the Curve (AUC) values below 0.85 and classification accuracy under 70%, suggesting room for 
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improvement in model precision and generalizability. Most recently, Xenakis et al. (2023) proposed a system that passively and 

anonymously collects data from smartphone sensors to identify personality traits using the HEXACO personality model which is 

based on the OCEAN model For this study, users installed an app on Android or iOS devices and over a two-week period, the app 

gather data from the mobile sensors (accelerometer, gyroscope, apps usage, etc.). The study found correlations between 

smartphone usage patterns and the HEXACO personality dimensions, although the authors did not report numerical results, they 

suggest that such sensor data could be used effectively for personality detection. 

 

Considering the subject of recognizing personality, emotions, and human activity using data obtained from cell phones, we found 

that recent research has increasingly focused on using mobile sensor data to predict personality traits, emotional states, and human 

activities. Bera et al. (2023) proposed a real-time user activity recognition model based on Recurrent Convolutional Neural 

Networks (RCNN), leveraging accelerometer and gyroscope data from smartphones. Their approach achieved over 90% accuracy 

in classifying activities such as walking and running, demonstrating the effectiveness of deep learning methods in interpreting 

motion-based data. Expanding the focus to personality prediction, Sze et al. (2024) explored the use of smartphone sensor data to 

infer traits based on the OCEAN personality model. Activity data was collected from 144 participants, and Random Forest and 

XGBoost algorithms were used to perform binary and multimodal classification. Results showed promising performance, with 

binary F1 scores of 0.638 and 0.622 for Random Forest and XGBoost respectively, indicating that personality traits can be reliably 

inferred without requiring traditional surveys. Similarly, Webb et al. (2024) focused on predicting negative affective states in 

individuals with mental illness by passively collecting data from wearable devices and smartphones. Their study found that GPS 

data were particularly predictive, and a combination of logistic regression and SVM outperformed other models reaching an AUC 

of 0.79. This work emphasized the importance of tailored modeling approaches to improve predictive accuracy for mental health 

applications. Finally, Yang et al. (2024) proposed a multimodal deep learning framework using a Transformer Encoder and 

DistilBERT model. Their system integrates mobile sensor data, such as sleep patterns and physical activity, with self-reported 

emotional states collected via smartwatches. The DistilBERT Transformer demonstrated over 80% accuracy in forecasting both 

positive and negative affective states one week in advance, highlighting the value of personalization in affective prediction.  

 

Compared to previous studies, what sets our work apart is the use of both data collected from mobile device sensors, and self-

reported data on mobile phone use. In addition, we have the personality attribute values from the Big-Five model for each user 

that was collected by the IPIP test. This data is used to train models that find a correlation between mobile phone use and user 

personality, allowing us to predict users' personality attributes using only data on their usage habits. The aim is to remove the 

subjectivity of traditional methods like questionaries and predict personality in a fast, in-real-time manner. 

 

3 Big-Five personality model 
 

The Big-Five personality model, also known as the Five Factor Model (FFM), is one of the most widely accepted frameworks in 

recent psychology for describing and assessing human personality (Goldberg, 1993). It proposes that personality can be understood 

through five general and relatively stable personality attributes. These are Openness, Conscientiousness, Extraversion, 

Agreeableness, and Neuroticism, which are often abbreviated as OCEAN (from the initial letter of each factor). Each of these 

traits is quantified as a continuous real-valued score within a defined range, in this particular case, any value ranging between 0 

and 1, which reflects the degree to which that trait is present in an individual. As a result, predicting personality traits in this 

context constitutes a regression task, where models aim to estimate continuous trait values rather than classify discrete categories. 

The strength of this model lies in its scientific basis and multicultural validity, as it has been systematically reproduced in diverse 

population groups and has been associated with various social aspects, such as academic success and mental health (Mezquita, 

2019). For this reason, it remains a fundamental tool in both research and practice in areas such as psychological assessment and 

automatic personality recognition (APR). 

 

3.1 IPIP Test 

 
One of the most influential initiatives in the field of personality assessment is the development of the International Personality 

Item Pool, better known as IPIP. This is a widely available set of items for measuring a broad range of personality traits, commonly 

using the OCEAN model (Goldberg, 2006). This is achieved by measuring personality attributes using self-reported questionnaires 

consisting of questions that people answer based on how they would describe themselves on a Likert scale. The IPIP-50 test 

(Goldberg, 1992) uses 50 items, where each 10 items belong to one specific personality trait. These are rated by the participant on 

a 5-element Likert scale. Each option has a value of 1 to 5 points, so 50 is the maximum score per trait. At the end, the value 

obtained is transformed to a value between 0 and 1 for each personality trait (Openness, Neuroticism, etc.). The IPIP is a robust 

and valid method for quantitatively representing personality. This is shown through values ranging from 0 (personality trait not 
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present) to 1 (total presence of a personality trait). In the field of APR, assessments conducted using the IPIP framework serve as 

a standardized basis for training and validating machine learning algorithms. 

 

4 Architecture 
 

In this section we describe the software architecture developed for the SensorApp system. The system uses a layered client-server 

model for retrieving sensor information in both mobile and web modes. The SensorApp architecture (Fig. 1) contains in the 

presentation layer both the web application and the mobile application. On the server side it contains an application logic layer 

and a data layer. This logical layer can be separated into web application and mobile application. 

 

 
Fig. 1. SensorApp Architecture. 

 

In the logic layer of the mobile application, we can find separate components for data collection from sensors (gyroscope, 

accelerometer and microphone). As well as a questionnaire that users must answer, the questions in this one are related to the 

usage habits of the users. While in the logical layer of the web application, we can find the following components: i) Access 

control: Keeps history of user login, as well as user authentication; ii) Comment: Captures text entered by the user; 

iii) Standardized test: It uses the IPIP-50 questionnaire to characterize the user's personality with the OCEAN model frame of 

reference; iv) Video: Record video of users answering some additional auxiliary questions for personality attribute extraction. 

 

After the logical application layer, there is the data layer shared by both parts of the logical application layer, consisting of a non-

relational database mounted on firestore, which is a service offered by Firebase. It stores data in different collections (i.e. Users, 

accel, gyro, survey, etc.).  

 

5 Data Collection methodology 
 

To obtain the required data to train the neural networks, a set of processes, techniques and tools were used to obtain the information 

in an organized manner. The methodology for data collection (Fig. 2) consists of the user presenting the IPIP-50 test in SensorApp 

Web, obtaining and extracting the OCEAN personality data. During the application frame of this test, both video and audio are 

also recorded, in order to obtain additional information to better typify the personality of the individual. All this data is sent to a 

database (DB) in the cloud via Google Firebase services. Once registered on the web platform, the test subject uses SensorApp 

Mobile, in which they take the daily survey for a period of 2 weeks. This consists of 6 questions related to their mobile device 

usage habits. During the survey, data corresponding to different sensors of the device (gyroscope, accelerometer and microphone) 

are recorded. 
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Fig. 2. SensorApp data collection methodology. 

 

5.1 Web Platform 

 
SensorApp Web (SensorApp web, n.d.) consists of an online platform where the user has to register to authenticate his data (Fig. 

3). The user takes the standardized IPIP-50 test to recognize his or her personality attributes on the OCEAN scale. This allows 

obtaining reference data of the user's personality to compare with the data obtained from the mobile application and create a 

correlation between them. 

 

 
 

Fig. 3. SensorApp web main interface. 

5.2 Mobile App 

 
SensorApp Mobile (SensorApp Mobile, n.d.) consists of a mobile application for android devices that collects information from 

the accelerometer and gyroscope of the device on which it is installed (Fig. 4). In addition to this, the application includes a 

questionnaire about the user's mobile device usage habits. Furthermore, it has the possibility of recording an audio at the end of 

the questionnaire where the user is invited to talk about a significant experience during the day. It should be noted that the sensor 

data is only collected during the time the user is answering the questions, once the user finishes answering, the application stops 

collecting data from the sensors. The purpose of this is to obtain significant samples from the sensors, as it ensures that the data 

collection happens when the user is actively using its device, allowing us to gather significant moving patterns from their hands 

while using the phone. This approach also helps prevent users from feeling that their privacy has been compromised, as data is 

only gathered when they choose to use SensorApp. 
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Fig. 4. SensorApp Mobile app interface to gather student’s information. 

 

5.3 Questionnaire Design 

 
A questionnaire is defined as a collection of questions used to obtain quantitative and/or qualitative data from users about their 

attitudes, experiences and/or opinions. The form to be completed by participants contains questions based on previous research 

(Gil de Zuñiga, et al., 2017; Stachl, et al., 2017; Stade, et al., 2019; Valanarasu, 2021; De Choudhury, et al., 2012) focused on 

identifying key aspects of personality. This ensures that the questionnaire meets the standard of obtaining necessary and 

meaningful data for automatic personality recognition. This instrument addresses self-reported aspects related to cell phone usage 

habits, including social network management. These questions are answered as a form, with multiple-choice questions. Consisting 

of the following questions: 1. Approximately how much time have you used social networks today?; 2. What type of applications 

have you used the most during the last 24 hours?; 3.Which social network have you used the most during the last 24 hours?; 4. 

What emotions did you feel while using social networks?; 5. What content did you mainly consume while browsing social 

networks?; 6. How much did you agree or disagree with the information you found on social networks? 

 

 

5.4 Sample group description 

 
To begin the data collection process, three groups of undergraduate students from different semesters and different careers, 

specifically computer systems engineering and mechatronics engineering were selected from the Tecnológico Nacional de 

México: Campus Culiacán. Prior to the beginning of the data collection, the project was presented to the participants of each 

group. The research goal and their role as participants were explained in detail, and it was also made clear that the data collected 

would be anonymized. The participation of the individuals was completely voluntary. The two digital tools mentioned in this 

section were provided for data collection. The volunteers were told that before starting the tests on the mobile app they should 

take the standardized IPIP-50 test, which is performed on the SensorApp web platform. After this, they were instructed to use the 

SensorApp mobile application, where they should answer the questionnaire that’s consists of 6 questions and the possibility of 

recording an audio about a significant event in their day. This mobile application must be used for a period of 15 days to obtain 

data. 

 

5.5 Data Formatting 

 
The data collected and its format depends greatly on the nature of the database used, as Firebase provides us with the structure of 

a non-relational database and the data is presented in JSON format. These can be configured in such a way that the data can be 

accessed as if they were collections, making data access easier and more traceable. 

  

6 Data Processing 
 

Data processing is commonly defined as a series of operations performed on a set of data to extract, transform and analyze them. 

For this work we will detail below what was done to be able to use the accelerometer data for the prediction of OCEAN values. 
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6.1 Extraction of accelerometer data and IPIP values 
 

To treat the different values, only users who have both types, accelerometer and IPIP data are considered. To collect the data in 

the best way, the first thing is to collect the coordinates of the X, Y and Z axes (previously separated in individual sessions as 

shown in Fig. 5) and save them in a list of accelerometer data. Simultaneously, a list of Big-Five IPIP values is generated for each 

user. 

 

 
 

Fig. 5. Example of an individual session of accelerometer motion. 

 

6.2 Conversion to DataFrame 
 

The list of accelerometer and personality trait data is then converted to DataFrame type structure, which consists of a table-like 

format with rows and columns, where each column represents a specific feature (e.g., accelerometer, gyroscope, neuroticism trait), 

and each row corresponds to an individual data entry. Both the accelerometer coordinates data (X, Y, and Z) and the IPIP 

personality traits are assigned to separate columns for each one of the sessions. 

 

6.3 Feature normalization 
 

Subsequently the accelerometer data is normalized. This fits the features so that the data arrays have a similar scale (Fig. 6). In 

this case, a normalization process was applied that removed the mean and standardized the dispersion, this helps filter out outlier 

data that may introduce atypical information when training the model. As a result, a new dataset was generated with the 

accelerometer coordinates properly normalized. This results in a new dataset where the accelerometer coordinates are normalized. 

 

 
 

Fig. 6. Example of a standardized acceleration session. 
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6.4 Data splitting 
 

Then the data is divided into training and test set. The normalized dataset and personality traits are divided into 4 sets. The size of 

the test set is set with 20% (32 samples) of the data. The remaining 80% (128 samples) is used for training. It's worth mentioning 

that Cross-validation was also considered as an alternative evaluation strategy. However, since the difference in average accuracy 

and F1-score between cross-validation and the 80/20 split was minimal and cross-validation is computationally expensive, the 

80/20 split was chosen, as shown Table 1. 

Table 1. Comparison between 80/20 split and Cross-Validation results 

Evaluation method Accuracy F1-Score 

80/20 split 0.5422 0.9108 

Cross validation 0.5269 0.9031 

 

In this way the data is ready to be used in IPIP prediction tests from values extracted from the accelerometer of a mobile device 

(fig. 7). 

 

 

 
 

Fig. 7. Example of a standardized acceleration session. 

 

7 Machine Learning Models 
 

To perform the prediction of IPIP values using data gathered from the sensors of the mobile device, two different networks were 

chosen and trained to have comparison values between them. 

 

7.1 Dataset Description 
 

The used dataset is structured in a dataframe format, containing columns with the following data: a unique user identifier, the 

values corresponding to each personality trait included in the OCEAN model, which were obtained from the IPIP-50 test. It also 

contains the responses associated with each of the questions in the SensorApp Mobile questionnaire regarding usage habits and 

content consumption on mobile devices. The responses were numerically coded using one-hot encoding. Finally, it stores the 

movement readings on the three axes of the accelerometer for each usage session. 
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7.2 Fully Connected Feedforward Neural Network 
 

One of the networks defined for the tests was a Feedforward Artificial Neural Network (ANN) (Incio-Flores, et al., 2023), which 

has a one-way flow of information from input to output. This network, illustrated in Figure 8, has an input layer with an input 

shape of 3 for the accelerometer axes data. As for the hidden layers, it includes an initial one with 64 neurons, and a second one 

with 32 neurons, both with ReLU activation function. For the output layer, 5 neurons were defined with a Sigmoid activation 

function, suggesting that the outputs are in the numerical range between 0 and 1, as it is the scale used for personality traits in 

OCEAN using the IPIP test as instrument. The loss function used is the mean square error. Unlike multi-label classification 

problem, this task is treated as a regression problem, in which each personality trait is predicted as a continuous value between 0 

and 1. Therefore, the appropriate loss function is Mean Squared Error (MSE), which penalizes the squared difference between the 

predicted and actual values. Categorical cross-entropy is typically used in classification tasks and is not currently applicable to 

this study, as our focus is on predicting continuous personality trait scores rather than assigning them to discrete categories. 

 

 
Fig. 8. Fully connected feedforward neural network for Prediction. 

 

7.3 Multi-Layer Perceptron 
 

As presented in Figure 9, the other selected neural network was a Multi-Layer Perceptron (MLP) (Desai & Shah, 2021), with a 

slightly different approach than the one proposed previously. The peculiarity with this approach is that in this case, independent 

neural networks were trained to predict each personality trait individually. Allowing the specialization of the prediction in each 

of the traits, thus seeking to optimize the performance of the model for each OCEAN trait, ranging values from 0 to 1. 

 

This MLP network has an input layer that uses the Glorot Uniform Initialization (also known as Xavier Uniform), and the 

algorithm used for training is Adam Optimizer. This layer receives a three-dimensional array as input (accelerometer axes). As 

for the hidden layers, this one was proposed with two of them. The first one with 64 neurons, and the second one with 32 neurons, 

both with a ReLU activation function. As for the output layer, since these are individual networks for each of the personality traits, 

there is only one with a sigmoid activation function. The evaluation metric selected is the mean absolute error (MAE), measured 

individually for each independent network. Additionally, for complementary analysis, predicted values were discretized using a 

0.5 threshold to compute classification metrics such as Accuracy and F1-Score. 
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Fig. 9. Schematic of Multi-Layer Perceptron network for prediction. 

8 Results 
 

This section presents the relevant results achieved after carrying out the tests of what was previously proposed. The data collected, 

the tests performed on them, and their interpretations are detailed. 

 

8.1 Collected Data 
 

The data gathered after the users performed the tests in both SensorApp Mobile and Web are presented in Table 2. Of the 126 

users who registered data on both platforms, only 16 users carried out the complete scheme, referring to the complete scheme as 

registering their IPIP-50 on the web platform, as well as entering data in the questionnaire of the mobile application. Those 16 

users generated 160 records using the application in 10 days average per user. On the other hand, 110 users did only part of the 

scheme. 52 individuals did the IPIP-50 in SensorApp Web, without submitting the mobile application test. This was mainly due 

to 2 causes: some users did not feel comfortable performing a test in which usage data is recorded from their device, while other 

users do not have an Android device. A total of 58 individuals only used the mobile application to record their usage habits, 

generating 198 records. 

Table 2. Data collected from the SensorApp application 

Users Subset IPIP-50 Accelerometer Gyroscope Questionnaire Total of Records 

16 Complete Scheme (Web-Mobile) ✓ ✓ ✓ ✓ 160 

52 SensorApp Web ✓    0 

58 SensorApp Mobile  ✓ ✓ ✓ 198 

 

After getting this data, a clustering analysis was performed (Fig. 10) to check the integrity of the data obtained from the 

accelerometer movements, where it can be seen the movements of all users that make up the dataset. The valid data (presented in 

blue) remain consistent in a range between coordinate values -3 and 3.5 on the Y-axis, and a range between coordinate values -2 

and 3 on the X-axis. Except for some outliers (shown in red), as these outliers are usually due to times when the sensor reading 

can be affected by external variables (i.e. device drops, abrupt user movements, etc.). 
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Fig. 10. Clustering of user's mobile movement data. 

 

After clustering the data, it was observed that the users who had a more consistent interaction with the web application are those 

who present responsibility as the predominant personality trait, meaning it has the highest value. As shown in Fig. 11, the 

distribution of users' movements (where each color represents a different user) shows a certain tendency or similar movement 

patterns among those users, varying in range values on Y-axis between 1.25 and -1. While the values on the X-axis range in values 

between -1 and 1.5. Each of the colors in the graph represents the movements of a user with responsibility as the dominant trait 

attribute. 

 

 
 

Fig. 11. Movement distribution cluster plot of users with the dominant personality trait of Conscientiousness. 

 

8.2 Predictions with neural network models 
 

This section presents the results obtained from the predictions made with the trained neural networks (ANN & MLP). It should 

be emphasized that, to carry out this task, the performance of each neural network on the personality traits in the OCEAN scale 

was evaluated from the data collected from the accelerometer of the mobile devices. 

 

8.2.1 Prediction with Fully Connected Feedforward Neural Network 

 

After training the fully connected feedforward neural network, we evaluated the model's performance on the test set. As shown in 

Table 3, the accuracy was approximately 0.545, and the F1-score was high, around 0.905. We recall the reader that these metrics 

are complimentary and were obtained after thresholding the predictions of the network. The loss value was notably low at 0.015, 

indicating a minimal discrepancy between the predicted and actual values. The mean absolute error (MAE) was 0.088, reflecting 
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a low average prediction error. These results suggest that despite moderate accuracy likely influenced by class imbalance, the 

model consistently and reliably makes predictions. 

Table 3. ANN model performance metrics with the test set 

Metric Value 

Accuracy 0.5451 

F1-Score 0.9059 

Loss 0.0152 

Mean Absolute Error 0.0885 

 

Likewise, Fig. 12 shows the five graphs corresponding to each of the predicted personality attributes. The effectiveness of the 

proposed ANN can be observed, since using the data obtained from the accelerometer and the IPIP data, there is a high similarity 

between both sets of data. This is remarkable because the actual scores maintain proximity with the predictions. 
 

 
 

Fig. 12. Personality attribute prediction plots using ANN. 

 

8.2.2 Prediction with Multi-Layer Perceptron 

 

After training and evaluating the model across all five personality traits, the results are summarized in Table 4, with an average 

accuracy of 0.635 indicating moderate correct classification after binarization and a high F1-score. The F1-score demonstrates 

that, even in the presence of data imbalance, the predictions remain consistent. This may have impacted on the overall accuracy, 

but not on the model’s ability to correctly identify dominant patterns. The average mean squared error (MSE) was 0.0151 and the 

mean absolute error (MAE) was 0.0894. Both suggest low prediction errors in the regression output. Despite the moderate 

accuracy, these results show that the model maintains a high level of predictive precision and reliability. 

Table 4. MLP model average performance metrics with the test set 

Metric Value 

Average Accuracy 0.6350 

Average F1-Score 0.8983 

Average MSE 0.0151 

Average MAE 0.0894 
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The performance metrics for each of the personality traits were also evaluated separately, obtaining the results shown in Table 5. 

We set a threshold of 0.5 to discretized the scores for the continuous traits; values greater than 0.5 indicate the “presence” of a 

trait, and values equal or below 0.5 indicate “absence” of the trait. Looking at the results, it can be inferred that the predictions 

provided by the network remain consistent across the five personality traits. In addition, the low MAE values suggest a good level 

of accuracy for the predictions of the traits individually. 

Table 5. Performance metrics for each personality trait 

Personality Trait Accuracy F1-Score 

Openness 0.7125 0.7195 

Conscientiousness 0.9625 0.9691 

Extraversion 0.8563 0.8844 

Agreeableness 0.9625 0.9771 

Neuroticism 0.8562 0.9170 

 

In addition, when looking at Fig. 13, where the comparative graphs of the actual and predicted values of the five personality 

attributes of the OCEAN model are presented, it is easy to notice the similarities between them. In each of these, a blue line is 

drawn for the actual values, and one in orange for the predicted values. Reviewing the set of images, they demonstrate that the 

MLP network can approximately and consistently predict the various personality attributes assessed from the accelerometer data 

alone. 

 

 
 

Fig. 13. Personality attribute prediction graphs using MLP. 

 

Furthermore, as shown in Figure 14, we generated confusion matrices for each trait of the OCEAN model.  
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Fig. 14. Confusion matrices for each personality trait. 

 

These matrices provide a more detailed view of the model's classification performance. In particular, the model performed well 

to classify two traits such as conscientiousness and agreeableness, with low error rates and clear separation between classes. Two 

other traits extraversion and neuroticism also performed well, but with a slightly higher incidence of false positives and false 

negatives, suggesting some overlap in class boundaries. On the other hand, the model showed difficulty to accurately classify the 

trait openness, especially when identifying its absence, which may indicate a less clear pattern in the input data for this trait. These 

results reflect that the model is effective in capturing patterns associated with certain traits, but that its performance may vary 

depending on how clearly these traits manifest themselves in the discretized data. 

 

9 Conclusions and Future Work 
 

This section presents the conclusion of the development of the work. It also sets out future deployment activities to use the 

outcomes presented here. 

 

9.1   Conclusions 
 

The results of this work confirm the feasibility of assessing personality attributes from data collected from mobile devices, in this 

case the accelerometer. By observing the data obtained from the different sensors and by analyzing the motion patterns captured 

from them, it has been demonstrated that this type of dataset is effective in predicting personality attributes with accuracy and 

consistency. By using different neural networks to obtain predictive data, they highlight the feasibility and potential of using 

neural networks for the analysis of human behavior. This opens up new avenues for applications in areas such as psychology, 

mental health and behavioral studies.  

 

However, certain limitations must be considered. One important factor contributing to data imbalance is the tendency for students 

with high conscientiousness and extraversion traits to participate in these experiments, while more introverted individuals often 

lack motivation to engage. This selective participation may influence the diversity of data collected and the generalizability of 

findings. Additionally, the number of participants was limited due to various constraints: some users were uncomfortable with a 

test involving the recording of usage data from their device, while others did not have an Android device compatible with the 

experiment. Another key point to highlight is the importance of integrating user self-reported data together with automatically 

obtained data by means of sensors. In this way it is possible to perform a variety of approaches to personality recognition using 

data extracted from mobile devices having such a well-documented reference as the IPIP-50. 
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9.2   Future Work 
 

As future work, we plan to continue expanding the dataset to create a more comprehensive and robust foundation for increasingly 

accurate predictions in personality recognition. In the next stages of research, we will integrate data from gyroscope readings, 

mobile device usage questionnaires, and sensor logs, alongside audio and video recordings, allowing for deeper behavioral 

analysis and richer contextual understanding. This expanded dataset will enable a broader set of experiments utilizing both 

traditional and advanced machine learning models, as well as deep learning techniques, to improve reliability and precision in 

personality assessment. By incorporating a wider variety of reference data, we expect predictions to align more closely with real-

world personality traits. In addition, we plan to explore the use of categorical cross-entropy as a possible loss function in future 

experiments, especially in scenarios where personality traits are discretized into categories, in order to evaluate its impact on 

model performance. This approach will increase experimental diversity, enabling comparisons across different neural network 

architectures and optimizing model performance for greater accuracy in personality recognition. 
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