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#### Abstract

A specific class of permutations - permutations with partially fixed order of elements - has been described. A procedure of enumeration and generation of this class has been developed. Steps of the algorithm have been established to be well-defined, and its complexity has been evaluated. Some important particular classes of permutations, such as alternating and unimodal ones are special cases of the permutations described. This algorithm can be used for generating other combinatorial sets, e.g. arrangements and combinations.
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## 1. Introduction

Numerous monographs and papers on the exhaustive generation of combinatorial sets (e.g., [1]-[4]) mainly deal with classical combinatorial objects such as permutations, trees etc. However, in many real-world problems, generation of non-classical combinatorial objects or classical ones with additional special properties is needed (cf., [3]).

Permutation sets are considered the most common and well-examined combinatorial sets. Unrestricted permutations generation algorithms have been developed in numerous books and papers, cf., [1]-[2]. In many cases, generation problems are solved for sets of permutations with special properties, like sets of permutations with a given number of cycles, Bell permutations, or alternating permutations [4]-[5]. Problems of enumeration of permutations with a given order of elements have been explored since the early 1970s. In some papers, problems of enumeration for some classes of permutations with prescribed up-down structure are solved. These permutations are called permutations with a prescribed pattern; they are special cases of permutations with a fixed order of elements. Enumeration problems for permutations having a prescribed sequence of rises and falls are considered in [6] and many others. A permutation with a signature $Q=\left(q_{1}, q_{2}, \ldots q_{n-1}\right)$ where $q_{i}$ is either 1 or -1 , is a permutation $P=\pi_{1}, \pi_{2}, \ldots \pi_{n}$ of integers 1 to $n$, so that $\pi_{i}<\pi_{i+1}$ if $q_{i}=+1, \pi_{i}>\pi_{i+1}$ otherwise, for all $i=1,2, \ldots, n-1$. Alternating permutations [4]-[5] are an example of permutations with the signature $(1,-1,1,-1, \ldots)$. In [6], a problem of generation of permutations with a given signature is solved.

In this paper, we are going to consider a generalization of permutations with a given signature - permutations with partially fixed order, where "greater-less" relations are determined not for all pairs of neighboring elements but only for some of them.

[^0]The rest of the paper is organized as follows. Permutations with a partially fixed order of elements are defined and studied in Section 2. Section 3 deals with the formal description of the proposed algorithm for generating the whole list of permutations with a partially fixed order of elements. A particular case of such permutations is considered in Section 4. Concluding remarks and the list of references are in Sections 5 and 6, respectively. Finally, the detailed presentation of the steps of the developed algorithm and some semantic features of the latter can be found by the interested reader in Appendix $A$ (Section 7), while a link to a paper assessing and discussing the algorithm complexity is provided in Appendix $B$ (Section 8).

## 2. Permutations with a Partially Fixed Order of Elements

Consider a set of generating elements $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}, a_{1}<a_{2}<\ldots<a_{n}, a_{i} \in R^{1}, i \in J_{n}, J_{n}=\{1,2, \ldots, n\}$, and let $P_{n}$ denote a set of all possible permutations of entries $a_{1}, a_{2}, \ldots, a_{n}$. For an arbitrary permutation $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right) \in P_{n}$, the following relationships are valid:

$$
\begin{equation*}
\pi_{1} \rho_{1} \pi_{2} \rho_{2} \ldots \rho_{n-1} \pi_{n}, \rho_{i} \in\{<,>\}, i \in J_{n-1} \tag{1}
\end{equation*}
$$

In other words, Eq. (1) means that, for each $i \in J_{n-1}$, exactly one of the inequalities holds:

$$
\begin{equation*}
\pi_{i}<\pi_{i+1} \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
\pi_{i}>\pi_{i+1} \tag{3}
\end{equation*}
$$

Definition 1. The sequence $\rho(\pi)=\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n-1}\right)$ is called the order of elements in the permutation $\pi \in P_{n}$. A permutation with an order of fixed elements $\pi^{i}$ is called permutation with a fixed order. Permutations with a fixed order are identical to the permutations with a given signature described by Roeiants van Baronaigien and Ruskey [6]. For example, permutations with the order $\rho(\pi)=(<,>\rangle,,<)$ are identical to those with signature $Q=(-1,+1,+1,-1)$.

Definition 2. An arbitrary subsequence $\pi^{i}$, i.e. a sequence $r(\pi)=\left(\rho_{i_{1}}, \rho_{i_{2}}, \ldots, \rho_{i_{k}}\right), i_{1}<i_{2}<\ldots<i_{k}$, $k \in J_{n-1}$, is called a partially fixed (or partially set) order of elements for permutation $\pi \in P_{n}$.

A complete order of elements $\pi^{i}$ determines relationships between $\pi_{i}$ and $\pi_{i+1}$ for all positions $i \in J_{n-1}$, while the partially fixed order $r(\pi)$ determines it only for positions $i \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$. The order of elements of the permutation $\pi \in P_{n}$ can be formalized in various ways. Roeiants van Baronaigien and Ruskey [6] made such formalization via signatures. We will describe an order of elements in permutations using a set of descent introduced by Stanley [5].

Definition 3. The set of descent $D(\pi)$ of permutation $\pi \in P_{n}$ is determined as in [5] $D(\pi)=\left\{i \mid \pi_{i}>\pi_{i+1}\right\}$, $i \in J_{n-1}$. The complementary set $\bar{D}(\pi)=J_{n-1} \backslash D(\pi)$ is denoted with $F^{i}, i \in J_{n-1}$.

In this paper, a special subset of $D(\pi)$ comprising positions $i \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ is used. Let us denote it by $D^{\prime}(\pi)=\left\{i \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \mid \pi_{i}>\pi_{i+1}\right\} \subseteq D(\pi)$. Next, $\bar{D}^{\prime}(\pi)=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \backslash D^{\prime}(\pi)$ can be rewritten as follows: $\bar{D}^{\prime}(\pi)=\left\{i \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \mid \pi_{i}<\pi_{i+1}\right\} \subseteq \bar{D}(\pi)$. Subsets $D^{\prime}(\pi)$ and $\bar{D}^{\prime}(\pi)$ explicitly determine the partially fixed order of elements for each permutation $\pi \in P_{n}$. The partially fixed order of elements $r(\pi)$, on the one side, and the subsets $D^{\prime}(\pi)$ and $\bar{D}^{\prime}(\pi)$, on the other side, are explicit functions of each other. For example, if $r(\pi)=\left(\rho_{2}, \rho_{4}, \rho_{5}\right)=(>,<,>)$, then $D^{\prime}(\pi)=\{2,5\}$ and $\bar{D}^{\prime}(\pi)=\{4\}$. This statement is also true for the
complete order of elements $\rho(\pi)$ as a special case of the partially fixed order $r(\pi)$. A permutation satisfies the partially fixed order $r(\pi)$ in case when for all positions $i \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ the difference $\pi_{i}-\pi_{i+1}$ fits the relation $r(\pi)$. However, the relation $\pi_{i}-\pi_{i+1}$ is not defined for $i \notin\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$.

Example 1. The partially fixed order $r(\pi)$ that corresponds to the sets $D^{\prime}(\pi)=\{1\}$ and $\bar{D}^{\prime}(\pi)=\{2\}$ has been defined on a set of generating elements $A=\{1,2,3,4\}$ for $k=2$ positions $i \in\{1,2\}$. For position $i=3$ both $\pi_{2}<\pi_{3}$ and $\pi_{2}>\pi_{3}$ are acceptable. Thus, the partially fixed order $r(\pi)$ corresponds to $2^{n-k-1}=2^{4-2-1}=2$ complete orders $\rho(\pi)$ that can be presented as follows:

$$
D(\pi)=\{1\}, \bar{D}(\pi)=\{2,3\} \text { and } D(\pi)=\{1,3\}, \bar{D}(\pi)=\{2\} .
$$

In both cases, for $i \in\{1,2\}$, the relation $\pi_{i}-\pi_{i+1}$ satisfies the assigned one; the set of descents includes $D^{\prime}(\pi)$, and $\bar{D}(\pi)$ comprises $\bar{D}^{\prime}(\pi)$.

Now let us consider the problem of enumeration of permutations $\pi \in P_{n}$ with a partially fixed order of elements $r(\pi)$. The number of permutations satisfying the given partially fixed order $r(\pi)$ is equal to the total of the number of permutations satisfying each of $2^{n-k-1}$ complete orders $\rho^{j}(\pi), j=1,2, \ldots, 2^{n-k-1}$. Then, we need to find all complete orders $\rho^{1}(\pi), \rho^{2}(\pi), \ldots, \rho^{2^{n-k-1}}(\pi)$ that correspond to the partially fixed order $r(\pi)$ to determine the number of permutations satisfying each of the complete orders and to sum them all to obtain their total. Permutations with a given complete order of elements $\rho(\pi)$ are identical to permutations with a given signature. Therefore, to calculate a number of these permutations, the previous results obtained for permutations with a given signature can be used, e.g., [7].

The number of permutations with a given complete order of elements $\rho(\pi)$ can be also calculated through its set of descent. To enumerate permutations $\pi \in P_{n}$ with the order of elements $\rho(\pi)$ we are going to calculate the total number $N(\rho(\pi))$ of all permutations $\pi \in P_{n}$ having $D(\pi)=S$. Following [5], for a fixed $S=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\} \subseteq J_{n-1}$ let the number of permutations $\pi \in P_{n}$ having $S$ as its (exact) set of descents be denoted with $\beta_{n}(S)$. Stanley [5] developed a formula to determine $\beta_{n}(S)$ :

$$
\begin{equation*}
\beta_{n}(S)=\sum_{1 \leq i_{1}<i_{2}<\ldots<i_{j} \leq k}(-1)^{k-j}\binom{n}{s_{i_{1}}, s_{i_{2}}-s_{i_{1}}, \ldots, n-s_{i_{j}}} \tag{4}
\end{equation*}
$$

where $\binom{n}{n_{1}, n_{2}, \ldots, n_{k}}=\frac{n!}{n_{1}!\cdot n_{2}!\ldots \cdot n_{k}!}, j \in J_{k}$. Let $\rho\left(\pi^{0}\right)$ be the order of elements in the permutation $\pi^{0} \in P_{n}$, with $D\left(\pi^{0}\right)=S=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\} \subseteq J_{n-1}$. The number $N\left(\rho\left(\pi^{0}\right)\right)$ of all permutations $\pi \in P_{n}$ having the order of elements $\rho(\pi)=\rho\left(\pi^{0}\right)$ is equal to $\beta_{n}(S)$, i.e. $N\left(\rho\left(\pi^{0}\right)\right)=\beta_{n}(S)$ where $\beta_{n}(S)$ is determined by Eq. (4). By summing up the number of permutations with the order of elements $\rho^{1}(\pi), \rho^{2}(\pi), \ldots, \rho^{2^{n-k-1}}(\pi)$, the number of permutations with the partially fixed order of elements $r(\pi)$ is obtained:

$$
\begin{equation*}
N(r(\pi))=\sum_{j=1}^{2^{n-k-1}} N\left(\rho^{j}(\pi)\right) . \tag{5}
\end{equation*}
$$

The next section describes an algorithm for generating all permutations $\pi \in P_{n}$ with a partially fixed order of elements $r(\pi)$.

## 3. Generation of Permutations with a Partially Fixed Order of Elements

Let us select a set of generating elements $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ such as $a_{1}<a_{2}<\ldots<a_{n}$, and a partially fixed order of elements $r(\pi)$ determining the sets $D^{\prime}(\pi)$ и $\bar{D}^{\prime}(\pi)$. All permutations $\pi \in P_{n}$ corresponding to $D^{\prime}(\pi)$ и $\bar{D}^{\prime}(\pi)$ must be generated in quantity $N(r(\pi))$ determined by Eq. (5). We-use $\pi^{i}$ to denote the partial permutation composed of the first $i$ elements $\pi^{i}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{i}\right), \pi_{i} \in A, i \in J_{n}^{0}, J_{n}^{0}=\{0,1,2, \ldots, n\}$. Here $\pi^{0}$ is an empty partial permutation, while $\pi^{n}=\pi \in P_{n}$ is the desired result of generation. Now we describe the algorithm PartOrderedPerm generating all permutations with the partially fixed order of elements $r(\pi)$.

At the beginning (zero level), an input of the algorithm is the empty permutation $\pi^{0}$. The algorithm has a recursive structure: at each recursion level, $i \in J_{n-1}^{0}$ it expands the current partial permutation $\pi^{i}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{i}\right)$ of length $i$ by adding the next element with the number $i+1$ and thus obtaining a new partial permutation $\pi^{i+1}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{i+1}\right)$ of length $i+1$ at the next level. Consequently, at the level $n$, the desired permutation $\pi^{n}=\pi$ is obtained. The newly selected element $\pi_{i+1} \in A$ must satisfy the conditions below.

Condition 1. A new element $\pi_{i+1}$ is to be distinct from all previously selected elements of the partial permutation in question:

$$
\begin{equation*}
\pi_{i+1} \neq \pi_{j}, \forall j \in J_{i} \tag{6}
\end{equation*}
$$

Condition 2. If the partially specified order of elements $r(\pi)$ requires a descent in position $i$, then $\pi_{i+1}$ has to be smaller than $\pi_{i}$ :

$$
\begin{equation*}
i \in D^{\prime}(\pi) \Rightarrow \pi_{i+1}<\pi_{i} \tag{7}
\end{equation*}
$$

Otherwise, if $r(\pi)$ needs an ascent in position $i$, then $\pi_{i+1}$ must be greater than $\pi_{i}$ :

$$
\begin{equation*}
i \in \bar{D}^{\prime}(\pi) \Rightarrow \pi_{i+1}>\pi_{i} \tag{8}
\end{equation*}
$$

Finally, if the partially fixed order of elements $r(\pi)$ does not include position $i$, element $\pi_{i+1}$ can be either greater or smaller than $\pi_{i}$; i.e., there are no limitations for $\pi_{i+1}$ :

$$
\begin{equation*}
i \notin D^{\prime}(\pi), i \notin \bar{D}^{\prime}(\pi) \Rightarrow \pi_{i} \rho_{i} \pi_{i+1}, \rho_{i} \in\{<,>\} . \tag{9}
\end{equation*}
$$

Condition 3. This condition being too lengthy has been exported to Appendix A.
Now let us describe the main algorithm PartOrderedPerm that generates all permutations with a partial order of elements $r(\pi)$. A pseudo-code of this algorithm is shown in Figure 1. To generate all required permutations, the procedure PartOrderedPerm is called with input $\pi^{0}=\varnothing$. The input data for PartOrderedPerm are identical to input data for the procedure Get_F (cf., Appendix A). As mentioned above, at each level up to level $n-1$ the algorithm adds a new element to a current permutation $\pi^{i}$ while it returns the desired permutation $\pi^{n}$ at level $n$. At each recursion level $i \in J_{n-1}^{0}$, the following operations are performed: if $i=n$, then the result $\pi=\pi^{n}$ is returned (work is finished); the set $F^{i}$ is generated through function Get_F (see, Figure 4 in Appendix A); a recursive call of PartOrderedPerm with the parameters $\pi^{i+1}, \pi_{i+1}=f_{j}^{i} \in F^{i}, j \in J_{k^{i}}, k^{i}=\operatorname{Card} F^{i}$ is made.
procedure PartOrderedPerm ( $\pi^{i}$ );
if $i=n$ then $\operatorname{print}\left(\pi^{i}\right)$; return;
$F^{i}:=\mathbf{G e t} \_\mathbf{F}\left(\pi^{i}\right)$;
for $j=1,2, \ldots, \operatorname{card}\left(F^{i}\right)$ do PartOrderedPerm $\left(\pi^{i+1}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{i}, f_{j}^{i}\right)\right)$;
Fig. 1. The main algorithm PartOrderedPerm
Example 2. Figure 2 illustrates an example of generating permutations from the elements $A=\{1,2,3,4,5\}$, for the assigned sets $D^{\prime}(\pi)=\{1\}, \bar{D}^{\prime}(\pi)=\{3,4\}$; the order of elements for position 2 hasn't been assigned. So, permutation $\pi \in P_{5}$ satisfies the given partially fixed order of elements $r(\pi)$ assigned for $k=3$ positions $i \in\{1,3,4\}$ ) if and only if it satisfies one of the $2^{5-3-1}=2$ complete orders of elements $\rho(\pi)$ that is identical to $r(\pi)$ for positions $i \in\{1,3,4\}$.These two complete orders of elements descend in position 1 and ascend in positions 3, 4 and correspond to diagrams


Fig. 2. The recursive tree demonstrating how the algorithm runs.
It should be noted that to generate other combinatorial sets with this algorithm, it is sufficient to identify the laws of constructing set $F^{i}$ for each level $i \in J_{0}^{n-1}$. Those laws are referred to in [8] for arrangements and combinations (either with repeated elements or without them).

### 3.1. Particular Cases of Permutations with a Partially Fixed Order

If the partially fixed order $r(\pi)$ has not been assigned to any position, the order of elements in permutations is not important at all. In this case, the generation results in the set $P_{n}$ of all permutations of $n$ elements.

If the partially fixed order $r(\pi)$ determines all positions $i \in\{1,2, \ldots, n-1\}$, it becomes a complete order of elements $\rho(\pi)$. Then the described algorithm will generate permutations with a given signature [6].

## 4. Conclusions

In this paper, a special case of permutations - permutations with a partially fixed order of elements has been examined. This class of permutations generalizes permutations with a given signature described earlier. The number of such permutations has been evaluated.

An algorithm to generate such permutations has been suggested and its complexity has been evaluated (cf., Appendix B). The described algorithm also allows generating permutations with a given signature as a special
case of the described class of permutations but is more complex one than the algorithm described by Roeiants van Baronaigien and Ruskey [6].

It should be noted that the described PartOrderedPerm algorithm is universal and can be applied for generating other combinatorial sets. To do this, it is enough to assign the laws of constructing the set $F^{i}$ for a chosen combinatorial set.
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## 5. Appendix A

Condition 3. If, starting from position $i+1$, we require $m$ descents in a row, then there must exist at least $m$ elements of $A$ not belonging to $\pi^{i}$ and having values smaller than $\pi_{i+1}$ :

$$
\begin{equation*}
\{i+1, i+2, \ldots, i+m\} \subseteq D^{\prime}(\pi) \Rightarrow \exists L=\left\{a_{l_{1}}, a_{l_{2}}, \ldots, a_{l_{m}}\right\} \subseteq A: \forall a_{l_{j}}<\pi_{i+1}, a_{l_{j}} \neq \pi_{k} \tag{10}
\end{equation*}
$$

where $j \in J_{m}, k \in J_{i}, m \in J_{n-1}$. If starting from position $i+1$, we require $m$ successive ascents, then there must exist at least $m$ elements of $A$ not belonging to $\pi^{i}$ and having values greater than $\pi_{i+1}$ :

$$
\begin{equation*}
\{i+1, i+2, \ldots, i+m\} \subseteq \bar{D}^{\prime}(\pi) \Rightarrow \exists L=\left\{a_{l_{1}}, a_{l_{2}}, \ldots, a_{l_{m}}\right\} \subseteq A: \forall a_{l_{j}}>\pi_{i+1}, a_{l_{j}} \neq \pi_{k}, \tag{11}
\end{equation*}
$$

where $\forall j \in J_{m}, k \in J_{i}, m \in J_{n-1}$. If the partially fixed order of elements $r(\pi)$ does not include position $i+1$, the following element $\pi_{i+2}$ can be either greater or smaller than $\pi_{i+1}$; and again, there are no limitations for $\pi_{i+2}$ :

$$
\begin{equation*}
i+1 \notin D^{\prime}(\pi), i+1 \notin \bar{D}^{\prime}(\pi) \Rightarrow \pi_{i+1} \rho_{i+1} \pi_{i+2}, \rho_{i+1} \in\{<,>\} \tag{12}
\end{equation*}
$$

For a partial permutation $\pi^{i}$, there may exist several generating elements that can be selected as $\pi_{i+1}$. Let the set of such elements be denoted as $F^{i}, i \in J_{n-1}^{0}$. At a level $i \in J_{n-2}$, the set $F^{i}$ contains all the generating elements satisfying Eq. (6) through Eq. (12). However, the laws of forming the subset $F^{i}$ are different at the levels $i=0$ and $i=n-1$. Indeed, at level 0 , conditions Eq. (6) - Eq. (9) are not verified because the permutation $\pi^{0}$ has no entries. In this case, the subset $F^{0}$ is constructed in the following way: if a given partially fixed order $r(\pi)$ requires $m$ descents at the beginning, then each element of the subset $F^{0}$ is to be such that there exist $m$ generating elements smaller than this element. Therefore, the subset $F^{0}$ consists of the latter $n-m$ elements of the generating set:

$$
\begin{equation*}
\{1,2, \ldots, m\} \subseteq D^{\prime}(\pi) \Rightarrow F^{0}=\left\{a_{m+1}, a_{m+2}, \ldots, a_{n}\right\} \tag{13}
\end{equation*}
$$

If on the contrary, a given partially fixed order $r(\pi)$ requires $m$ ascents at the beginning, then each element of the subset $F^{0}$ has to be such that there exist $m$ generating elements greater than this element. Therefore, the subset $F^{0}$ consists of the former $n-m$ elements of the generating set:

$$
\begin{equation*}
\{1,2, \ldots, m\} \subseteq \bar{D}^{\prime}(\pi) \Rightarrow F^{0}=\left\{a_{1}, a_{2}, \ldots, a_{n-m}\right\} \tag{14}
\end{equation*}
$$

If the partially fixed order of elements $r(\pi)$ does not include the position $i=1$, then the subset $F^{0}$ includes all the generating elements:

$$
\begin{equation*}
1 \notin D^{\prime}(\pi), 1 \notin \bar{D}^{\prime}(\pi) \Rightarrow F^{0}=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \tag{15}
\end{equation*}
$$

At the level $n-1$, the subset $F^{n-1}$ contains a single generating element not involved in $\pi^{n-1}$. Such an element should automatically satisfy the partially fixed order of elements $r(\pi)$ since its existence has been proved by conditions from Eq. (10) and Eq. (11) at the level $n-2$. Therefore, no condition is checked at the level $n-1$. It should be noted that at each level $i \in J_{n-2}^{0}$, the parameter $m$ has a value depending upon $r(\pi)$. For convenience, at each level $i \in J_{n-2}^{0}$, let the number of successive ascents/descents required in a partially fixed order $r(\pi)$ be denoted with $m^{i}$ starting from the next position $i+1$. Note that $m^{i}$ is determined only if the position $i$ is included into $D^{\prime}(\pi)$ or $\bar{D}^{\prime}(\pi)$, i.e., $m^{i}$ is not defined when the position $i+1$ is not assigned. The values of $m^{i}$ are determined in the following way. If a partially fixed order of elements $r(\pi)$ requires $m^{i}$ successive descents starting from the position $i+1$, then

$$
\begin{equation*}
i+1 \in D(\pi) \Rightarrow m^{i}=\max (t: i+t \in D(\pi)), t \in J_{n-i-2} \tag{16}
\end{equation*}
$$

Conversely, if a partially fixed order of elements $r(\pi)$ implies $m^{i}$ successive ascents starting from the position $i+1$, then

$$
\begin{equation*}
i+1 \in \bar{D}(\pi) \Rightarrow m^{i}=\max (t: i+t \in \bar{D}(\pi)), t \in J_{n-i-2} . \tag{17}
\end{equation*}
$$

Now all values $m^{i}$ for a partially fixed order $r(\pi)$ can be calculated by the procedure that we call Get_M. Its input data are the cardinality $n$ of the set of generating elements and the partially fixed order of elements $r(\pi)$ associated with the sets $D^{\prime}(\pi)$ and $\bar{D}^{\prime}(\pi)$.

## procedure Get_M

## for $\mathbf{i}:=\mathbf{0 , 1}, \ldots, n-2$ do

if $\{i+1\} \subseteq D^{\prime}(\pi)$ then $m^{i}:=\max \left(t: i+t \in D^{\prime}(\pi)\right)$
else $m^{i}:=\max \left(t: i+t \in \bar{D}^{\prime}(\pi)\right)$
Fig. 3. Procedure Get_M calculating $m^{i}$.

Now let us describe the operation of procedure Get_F (Figure 4) that generates the set $F^{i}$ based on a partial permutation $\pi^{i}$. First, if $i=0$, then by means of Eq. (13)-Eq. (15) (subject to $r(\pi)$ ), the set $F^{0}$ is created. On the other hand, if $i \neq 0$ then the set $F^{i}$ is generated by searching all the generating elements $a_{j} \in A$ not captured in $\pi^{i}$. The variable "condition2" has the value TRUE if the conditions Eq. (7)-Eq. (9) are satisfied and FALSE otherwise. Similarly, the variable "condition3" codes the validity of the conditions Eq. (10)-Eq. (12). It has been mentioned above that for the level $n-1$ no conditions are verified at all. All the elements $a_{j} \in A$ satisfying the above-mentioned constraints are added to the set $F^{i}$. Since the elements $a_{j} \in A$ are searched sequentially and the set $A$ is arranged in a strictly increasing order, the elements of $F^{i}$ are also arranged in a strictly increasing order. Input data for the procedure Get_F are: the cardinality $n$, sets $D^{\prime}(\pi)$ and $\bar{D}^{\prime}(\pi)$, the set $A$ of generating elements, a current partial permutation $\pi^{i}$, and the values $m^{i}, i \in J_{n-2}^{0}$ obtained through procedure Get_M.

## function Get_F $\left(\pi^{i}\right)$; <br> $F^{i}:=\varnothing ; m:=m^{i} ;$ <br> if $i=0$ then:

$$
\begin{aligned}
& \text { if } 1 \in D^{\prime}(\pi) \text { then } F^{i}:=\left\{a_{m^{0}+1}, a_{m^{0}+2}, \ldots, a_{n}\right\} \\
& \text { if } 1 \in \bar{D}^{\prime}(\pi) \text { then } F^{i}:=\left\{a_{1}, a_{2}, \ldots, a_{n-m^{0}}\right\} \\
& \text { if } 1 \notin D^{\prime}(\pi), 1 \notin \bar{D}^{\prime}(\pi) \text { then } F^{i}:=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}
\end{aligned}
$$

return $F^{i}$;
for $\left(a \in A, a \neq \pi_{j}^{i}, j=1,2, \ldots, i\right)$ :
if $\left(i \in D(\pi)\right.$ and $\left.a<\pi_{i}^{i}\right)$ or $\left(i \in \bar{D}^{\prime}(\pi)\right.$ and $\left.a>\pi_{i}^{i}\right)$ or $i \notin D^{\prime}(\pi), i \notin \bar{D}^{\prime}(\pi)$ then condition2:=true else condition $2:=$ false
if $i+1 \in D^{\prime}(\pi)$
then condition3: $=\exists L=\left\{a_{l_{1}}, a_{l_{2}}, \ldots, a_{l_{m^{i}}}\right\} \subseteq A: \forall a_{l_{j}}<a, a_{l_{j}} \neq \pi_{k}, \quad \forall j \in J_{m^{i}}, \forall k \in J_{i} ;$
if $i+1 \in \bar{D}^{\prime}(\pi)$
then condition3: $=\exists L=\left\{a_{l_{1}}, a_{l_{2}}, \ldots, a_{l^{i}}\right\} \subseteq A: \forall a_{l_{j}}>a, a_{l_{j}} \neq \pi_{k}, \forall j \in J_{m^{i}}, \forall k \in J_{i} ;$
if $i+1 \notin D^{\prime}(\pi), i+1 \notin \bar{D}^{\prime}(\pi)$ then condition3:=true;
if $(i=n-1)$ or (condition2 and condition3) then $F^{i}:=F^{i} \cup a ;$
return $F^{i}$;
Fig. 4. The function Get_F $\left(\pi^{i}\right)$ forming the set $F^{i}$

## 6. Appendix B

## Evaluating the Complexity of the PartOrderedPerm Algorithm

Basing upon the usual methods of evaluating a recursion algorithm's complexity (cf., F. Ruskey [9]), we define the complexity of PartOrderedPerm algorithm as the quantity of changes in the interim data starting at the moment the algorithm is called up and finishing with its returning the final result. When PartOrderedPerm is called at each level $i \in J_{n-1}^{0}$, from the current permutation $\pi^{i}$ with the aid of the elements of the set $F^{i}$, a new entry $\pi_{i+1}$ is generated; after that PartOrderedPerm is called with the parameter $\pi^{i+1}$. Therefore, the algorithm complexity can be evaluated as a number of calls of PartOrderedPerm at all the levels $i \in J_{n-1}^{0}$.

Theorem 1. The PartOrderedPerm algorithm constructs a backtracking tree (cf., [9]) where each permutation $\pi$ with a partially fixed order $r(\pi)$ serves as a leaf.

Proof. If a tree leaf is a permutation $\pi$ of the length $n$, it means that all elements of this permutation $\pi^{n}$ satisfy the conditions Eq.(6)-Eq.(12) and for that reason $\pi^{n}$ is the permutation that satisfies $r(\pi)$. Let us demonstrate that this recursion tree has no deadlocks, i.e., such leaves that the length of $\pi^{i}$ is less than $n$.

A deadlock at a level $i \in J_{n-1}^{0}$ occurs when the set $F^{i}$ is empty, i.e., there are no generating elements that simultaneously satisfy the conditions Eq.(6)-Eq.(12). Therefore, by proving that $F^{i}$ contains at least one element at each level $i \in J_{n-1}^{0}$ we establish that the recursive tree of PartOrderedPerm does not have any deadlocks.
At the level $i$, there are always $n-i$ generating elements not involved in $\pi^{i}$. Thus, we can always find $n-i$ generating elements that satisfy the condition Eq.(6). Since the generating elements are distinct, each of $n-i$ generating elements not included in $\pi^{i}$ can be greater or smaller than $\pi_{i}$. In order to satisfy the conditions Eq.(7) and Eq.(8), a generating element has to be smaller or greater than $\pi_{i}$ depending on the partially fixed order $r(\pi)$.

From Eq.(10)-Eq.(11) it follows that, at the level $i-1$, the element $\pi_{i}$ is selected in such a manner that there exist at least $m^{i-1} \geq 1$ generating elements not involved in $\pi^{i-1}$, which are either greater or smaller than $\pi_{i}$ (depending on $r(\pi)$ ). The latter evidently implies that at the level $i$ there always exist no less than $m^{i-1} \geq 1$ generating elements that satisfy Eq.(7)-Eq. (8).

Let us denote the strictly increasing set of generating elements that satisfy the conditions Eq.(6)-Eq.(8) at the level $i$ by $C^{i}=\left\{a_{c_{1}}, a_{c_{2}}, \ldots, a_{c_{p}}\right\}, c_{1}<c_{2}<\ldots<c_{p},\left\{c_{1}, c_{2}, \ldots, c_{p}\right\} \subseteq J_{n}$. For the elements of the set $C^{i}$ to be included in the set $F^{i}$, they have to satisfy the conditions Eq.(10)-Eq.(11).

An element $a_{c_{k}}, k \in J_{p}$ satisfies the conditions Eq.(10)-Eq.(11) if, and only if there exists $m^{i}$ generating elements from the set $C^{i}$ that are smaller or greater than $a_{c_{k}}$ (depending on $r(\pi)$ ). Making use of a somewhat modified terminology used by R. Stanley [10] we notice that, according to the given order of elements $r(\pi)$, the element $\pi_{i+1}$ can be:
a descent, if $\pi_{i}>\pi_{i+1}>\pi_{i+2}$, i.e. $\{i, i+1\} \subseteq D^{\prime}(\pi)$;
a peak, if $\pi_{i}<\pi_{i+1}>\pi_{i+2}$, i.e. $i \in \bar{D}^{\prime}(\pi), i+1 \in D^{\prime}(\pi)$;
an ascent, if $\pi_{i}<\pi_{i+1}<\pi_{i+2}$, i.e. $\{i, i+1\} \subseteq \bar{D}^{\prime}(\pi)$;
a valley, if $\pi_{i}>\pi_{i+1}<\pi_{i+2}$, i.e. $i \in D^{\prime}(\pi), i \in \bar{D}^{\prime}(\pi)$.

In our case, for descents and peaks, starting from the position $i+1$, there may occur $m^{i}$ positions belonging to set $D^{\prime}(\pi)$, i.e. $\left\{i, i+1, \ldots, i+m^{i}\right\} \subseteq D^{\prime}(\pi)$ for a descent, and $i \in \bar{D}^{\prime}(\pi),\left\{i+1, \ldots, i+m^{i}\right\} \subseteq D^{\prime}(\pi)$ for a peak. Similarly, starting from the position $i+1$, for ascents and valleys, there may occur $m^{i}$ positions belonging to set $\bar{D}^{\prime}(\pi)$, i.e. $\left\{i, i+1, \ldots, i+m^{i}\right\} \subseteq \bar{D}^{\prime}(\pi)$ for an ascent and $i \in D^{\prime}(\pi),\left\{i+1, \ldots, i+m^{i}\right\} \subseteq \bar{D}^{\prime}(\pi)$ for a valley.

Thus, apart from Eq.(6), the conditions Eq.(7) and Eq.(10) have to be verified for the descents, Eq.(8) and Eq.(10) - for the peaks, Eq.(8) и Eq.(11) - for the ascents, Eq.(7) and Eq.(11) - for the valleys. For each of these four cases, the two remaining conditions are not verified.

It should be noted that in [10], descents and ascents are understood as the corresponding elements of a permutation, while in this paper, we mean positions belonging to permutation sets of descents or ascents, respectively.
If $\pi_{i+1}$ fixes ascents or descents, then the existence of $m^{j}=m^{i-1}-1$ elements of the set $C^{i}$ that are greater or, on the contrary, smaller than $\pi_{i+1}$, is verified at the previous level $i-1$ in the conditions Eq.(10) or Eq.(9), respectively.
When $\pi_{i+1}$ occupies a peak, then the set $C^{i}$ contains unused generating elements that satisfy Eq.(8), i.e., are greater than $\pi_{i}$. To satisfy the relationship Eq.(10) for the element $a_{c_{k}}$, the existence of $m^{i}$ elements of the set $C^{i}$ that are smaller than $a_{c_{k}}$ is required. If the set $C^{i}$ is a singleton containing only one element $a_{c_{1}}$, then the remaining $n-i-1$ elements not involved in $\pi^{i}$ violate the restriction Eq.(10). In other words, all those elements are smaller than $\pi_{i}$ and hence smaller than $a_{c_{1}}$.

Next, if $C^{i}$ contains $p>1$ elements, then there are $n-i-p$ elements not included in $\pi^{i}$ and not belonging to $C^{i}$. i.e., violating Eq.(8). If $n-i-p \geq m^{i}$ then Eq.(10) is true for all elements of $C^{i}$, since for every $a_{c_{k}}$ there always exist $n-i-p$ generating elements smaller than $\pi_{i}$ and not involved in $\pi^{i}$.

If $n-i-p<m^{i}$ then Eq.(10) does not hold for all elements of $C^{i}$ but is true only for those that have $m^{i}$ elements that are smaller than $a_{c_{k}}$ and not involved in $\pi^{i}$. Thus, the existence of $m^{i}$ elements that are smaller than $a_{c_{k}}$ is required, however, there are only $n-i-p$ of them beyond the set $C^{i}$. It means that there must be $m^{i}-(n-i-p)$ elements of $C^{i}$ that are smaller than $a_{c_{k}}$. Therefore, the condition Eq. (10) holds true for the latter $p-\left(m^{i}-(n-i-p)\right)=n-i-m^{i}$ elements of the set $C^{i}$. Moreover, $m^{i}$ is always smaller than $n-i$ because the number of relations among $n-i$ elements is clearly $n-i-1 \geq m^{i}$.

If $\pi_{i+1}$ is a valley, then the set $C^{i}$ contains unused generating elements that satisfy Eq.(7), i.e., are smaller than $\pi_{i}$. The element $a_{c_{k}}$ satisfies the condition Eq.(11) if there exist $m^{i}$ elements of the set $C^{i}$ that are greater than $a_{c_{k}}$.

If the set $C^{i}$ is a singleton containing only one element $a_{c_{1}}$, then the remaining $n-i-1$ elements not involved in $\pi^{i}$ violate the restriction Eq.(11). In other words, all those elements are greater than $\pi_{i}$ and hence greater than $a_{c_{1}}$. If $C^{i}$ contains $p>1$ elements, then there are $n-i-p$ of them not included in $\pi^{i}$ and not belonging to $C^{i}$, i.e., violating the condition Eq.(7). If $n-i-p \geq m^{i}$ then Eq.(11) is true for all elements of $C^{i}$, since for every $a_{c_{k}}$ there always exist $n-i-p$ generating elements greater than $a_{c_{k}}$ and not involved in $\pi^{i}$.

If $n-i-p<m^{i}$, then Eq.(10) does not hold for all elements of $C^{i}$ but is true only for those that have $m^{i}$ elements that are smaller than $a_{c_{k}}$ and not involved in $\pi^{i}$. Thus, it should exist $m^{i}$ elements being greater than $a_{c_{k}}$, but there are only $n-i-p$ of them outside the set $C^{i}$. It means that there must be $m^{i}-(n-i-p)$ elements of $C^{i}$ that are greater than $a_{c_{k}}$. Therefore, the relationship Eq.(10) is valid for the former $p-\left(m^{i}-(n-i-p)\right)=n-i-m^{i}$ elements of the set $C^{i}$.

To satisfy Eq.(9), the generating element can be either greater or smaller than $\pi_{i}$. Therefore, all generating elements satisfy Eq.(9). The same reasoning allows stating that all generating elements satisfy (12).

We have just shown that the set $F^{i}$ has at least one element at each level $i \in J_{n-1}^{0}$, which means the absence of deadlocks in the recursion tree grown by PartOrderedPerm and thus proves the theorem.

Now following the terminology from [9] and having established the validity of Theorem 1, it can be concluded that PartOrderedPerm algorithm belongs to the BEST (Backtracking Ensuring Success at Terminals) class. In other words, it is an algorithm of the backtracking type, but every leaf of the backtracking tree is an object of the desired kind [9].

Proposition 1. PartOrderedPerm algorithm is a ranking algorithm, as permutations $\pi$ are generated in the lexicographical order.
Proof. As mentioned above, the elements of the set $F^{i}$ strictly increase: $f_{1}^{i}<f_{2}^{i}<\ldots<f_{k^{i}}^{i}, f_{j}^{i} \in F^{i}, j \in J_{k^{i}}$, $k^{i}=\operatorname{Card} F^{i}$. The algorithm inserts the elements of $F^{i}$ (starting from the first one) into the current partial permutation $\pi^{i}$, and then calls PartOrderedPerm again. This means that the recursive calls of PartOrderedPerm are made first for the smallest elements of $F^{i}$ and subsequently are applied to the ever growing elements of $F^{i}$, which finally leads to the lexicographic ordering of generated permutations. The proof is complete.

Let us denote the total number of permutations of $n$ elements with a given partially fixed order of elements by $N$.

Proposition 2. The complexity of PartOrderedPerm algorithm is $O(n N)$.
Proof. As mentioned above, we decided to evaluate the complexity of the algorithm by the number of calls of PartOrderedPerm through all the levels $i \in J_{n-1}^{0}$. Since at each level $i \in J_{n-1}^{0}$, PartOrderedPerm adds one element in $\pi^{i}$ and there can be no deadlocks (see, Theorem 1), the procedure PartOrderedPerm is called no more than $n$ times to generate each of $N$ permutations. Therefore, the total number of calls of PartOrderedPerm at all the levels $i \in J_{n-1}^{0}$ does not exceed $n N$, which finishes the proof.
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