Structure of Filled Functions: Why Gaussian and Cauchy Templates Are Most Efficient
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Abstract. One of the main problems of optimization algorithms is that they often end up in a local optimum. It is, therefore, necessary to make sure that the algorithm gets out of the local optimum and eventually reaches the global optimum. One of the promising ways guiding one from the local optimum is prompted by the filled function method. It turns out that empirically, the best smoothing functions to use in this method are the Gaussian and Cauchy functions. In this paper, we provide a possible theoretical explanation of this empirical effect.
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1. Introduction

Many optimization techniques end up in a local optimum. Therefore, to solve a global optimization problem, it is necessary to move out of the local minimum, so that eventually, we will end up in a global minimum (or at least in a better local minimum).

One of the most efficient techniques for avoiding a local optimum is the filled function method originally proposed by Renpu in [1]; see also papers by Kalashnikov et al. [2], and by Wu et al. [3] – [4].

In this method, once we reach a local optimum \( x^* \), then, instead of optimizing the original objective function \( f(x) \), we optimize an auxiliary expression

\[
K\left(\frac{x-x^*}{\sigma}\right) \cdot F\left(f(x), f(x^*), x\right) + G\left(f(x), f(x^*), x\right),
\]

for appropriate functions \( K(x), F\left(f, f^*, x\right) \), and \( G\left(f, f^*, x\right) \), and for an appropriate value \( \sigma \). Once we find the optimum of this auxiliary expression, we use it as a new first approximation to find the optimum of the original objective function \( f(x) \).

An interesting empirical fact is as follows. Although several different functions \( K\left(x-x^*\right) \) have been proposed, it turns out that the most computationally efficient functions are the Gaussian functions

\[
K(x) = \exp\left(-\|x\|^2\right),
\]
and the Cauchy function
\[ K(x) = \frac{1}{1 + \|x\|^2}; \]  
(3)
see, e.g., [2] – [3].

A natural question arises: Are these functions indeed the most efficient, or they are simply the most efficient among a few functions that have been tried, and there are other, more efficient functions \( K(x) \)?

In this paper, we formulate the above question as a precise mathematical problem, and we show that in this formulation, the Gaussian and the Cauchy functions are indeed the most efficient ones. This result provides a possible theoretical explanation for the above empirical fact. This result also shows that – at least in this formulation – the Gaussian and the Cauchy functions \( K(x) \) are indeed the best. This will hopefully make users more confident in (these versions of) the function filling method.

The rest of the paper is organized as follows. Section 2 specifies the considered problem, while Section 3 describes the desired properties of the smoothing functions. In Section 4, we show that any infinitely divisible probability distribution generates smoothing functions boasting the required properties. Finally, in Section 5, additional requirements to the smoothing functions are discussed, and the empirical fact that the Gaussian and Cauchy distribution are most efficient for constructing the filled functions is explained. Conclusions, acknowledgments, and a list of references complete the paper.

2. Problem Specification

One of the known ways to eliminate local optima is to apply a \textit{weighted smoothing} (see, e.g., [5]), i.e., to replace the original objective function \( f(x) \) with a “smoothed” one:

\[ f^*(x) = \int_{-\infty}^{\infty} K\left(\frac{x-x'}{\sigma}\right) \cdot f(x') dx'; \]  
(4)
for some smooth nonnegative weighting function \( K(x) \) and for an appropriate value of \( \sigma \).

\textbf{Remark 1.} The weighting function is usually selected in such a way that \( K(-x) = K(x) \), and \( \int_{-\infty}^{\infty} K(x) dx < +\infty \).

- The first condition comes from the fact that a priori, we have no reason to prefer different orientation of the coordinate system.
- The second requirement arises from the natural expectation that for a constant function \( f(x) = \text{const} \), smoothing leads to a finite constant. \( \Box \)

\textbf{Remark 2.} Selecting the value of the parameter \( \sigma \) is really important. Indeed,

- When \( \sigma \to 0 \) the smoothed function tends to the original function \( f(x) \).
- When \( \sigma \to \infty \), the smoothed function simply becomes a constant equal to \( \int_{-\infty}^{\infty} f(x) dx \). \( \Box \)

Because of that, taking into account Remark 2, we need to guarantee that:

- When the value of \( \sigma \) is too small, that is, when the smoothing only covers very tiny neighborhood of each point \( x \), the smoothed function \( f^*(x) \) is so close to the original function \( f(x) \) that one still observes \textit{all} the local optima.
- On the other hand, if the parameter \( \sigma \) has a too large value, the smoothed function \( f^*(x) \) differs very much from the original objective function \( f(x) \) so that the optimum of the smoothed function may have nothing in common with the optimum of the original objective function \( f(x) \).
So, for the smoothing function to work, it is important to select an appropriate value of $\sigma$, which can be found by several iterations of a try-and-error procedure. This procedure may be roughly described as follows:

Procedure 1 (to find a good approximation of $\sigma$).
- If we have smoothed the objective function “too much”, i.e., if we have selected a too large value of $\sigma$, then we need to “unsmooth” it, that it, to take a smaller value of $\sigma$.
- Vice versa, if we haven’t smoothed the objective function to a proper grade, that is, we have selected $\sigma$ to be too small, then we need to smooth it a bit more, i.e., to pick a larger value of $\sigma$.

2.1. Computationally effective filled functions

However, the most important characteristic of the selected fill function is its computational effectiveness. For the process to be computationally effective, it is desirable to be able to use the previous smoothing result.

Suppose that we first applied smoothing with some value $\sigma$ and it turns out that we need to apply smoothing with a larger value $\sigma' > \sigma$. In principle, we can then start again with the original objective function $f(x)$ and apply the smoothing with the new parameter.

However, once we have smoothed the function too much, it is difficult to unsmooth it. Therefore, a usual approach is that we first try some small smoothing. If the resulting smoothed function $f^*(x)$ still leads to a similar local maximum, we smooth it some more, etc.

For a small $\sigma$, to find each value $f^*(x)$ of the smoothed function, we only need to consider values of $f(x')$ in a small neighborhood of $x$. The larger $\sigma$, the larger this neighborhood, the more values $f(x')$ we need to take into account and thus, the more computations we require.

Thus, once we have a smoothed function $f^*(x)$ corresponding to some value of $\sigma$, and we need to compute a smoothed function $f^{**}(x)$ corresponding to a larger value $\sigma' > \sigma$, it is more computationally efficient not to start “from scratch” and apply smoothing with parameter $\sigma'$ to the original objective function $f(x)$, but rather apply a small additional smoothing to the smoothed function $f^*(x)$.

3. Resulting Requirements on the Smoothing Function

Before we formulate the resulting requirements on the smoothing function $K(x)$, from now on, we will omit the lower and upper limits in the integrals involved, thus always meaning that we integrate over the full domain of the participating functions.

From our reasoning outlined above, we deduce the requirement that for every $\sigma'$ and $\sigma$, there must exist an appropriate value $A_\sigma$ such that applying smoothing with parameter $A_\sigma$ to the (already) smoothed function

$$f^*(x) = \int K\left(\frac{x-x'}{\sigma}\right) \cdot f(x') \, dx',$$  \hspace{1cm} (5)

will lead us to the desired function

$$f^{**}(x) = \int K\left(\frac{x-x'}{\sigma'}\right) \cdot f(x') \, dx'.$$  \hspace{1cm} (6)

In other words, we need to make sure that for every objective function $f(x)$, we have

\[ f^*(x) = \int K\left(\frac{x-x'}{\sigma'}\right) \cdot f(x') \, dx' = \int K\left(\frac{x-x'}{\Delta'}\right) \cdot f^*(x') \, dx'. \] (7)

3.1. Analysis of the requirement

By substituting the expression

\[ f^*(x') = \int K\left(\frac{x-x''}{\sigma'}\right) \cdot f(x'') \, dx''. \] (8)

into the above formula, we conclude that

\[ \int K\left(\frac{x-x'}{\sigma'}\right) \cdot f(x') \, dx' = \int K\left(\frac{x-x'}{\Delta'}\right) \cdot \left( \int K\left(\frac{x-x''}{\sigma'}\right) \cdot f(x'') \, dx'' \right) \, dx'. \] (9)

Furthermore, changing the order of integration and renaming the variables in the right-hand side (namely, swapping \( x' \) and \( x'' \)) brings us to the relationship

\[ \int K\left(\frac{x-x'}{\sigma'}\right) \cdot f(x') \, dx' = \int K'(x-x) \cdot f(x) \, dx', \] (10)

where we denoted

\[ K'(x-x) = \int K\left(\frac{x-x''}{\Delta'}\right) \cdot K\left(\frac{x''-x'}{\sigma'}\right) \, dx''. \] (11)

Eq. (11) must hold for every objective function \( f(x) \). Thus, the corresponding functions \( K\left(\frac{x-x'}{\sigma'}\right) \) and \( K'(x-x') \) must coincide:

\[ K\left(\frac{x-x'}{\sigma'}\right) = \int K\left(\frac{x-x''}{\Delta'}\right) \cdot K\left(\frac{x''-x'}{\sigma'}\right) \, dx''. \] (12)

4. Infinitely Divisible Probability Distributions

The requirement of Eq. (12) can be reduced to the analysis of infinitely divisible probability distributions. The function \( K(x) \) is nonnegative, and its integral \( \int K(x) \, dx \) is finite. Thus, after dividing \( K(x) \) by the value of this integral, we come to a probability density function

\[ \rho_X(x) = \frac{K(x)}{\int K(y) \, dy}, \] (13)

boasting the necessary properties: \( \rho_X(x) \geq 0 \) and \( \int \rho_X(x) \, dx = 1 \). Here, \( X \) denotes the random variable having the probability density defined by Eq. (13).

Now, for any real number \( \sigma > 0 \), the probability density function (pdf) for \( Y = \sigma \cdot X \) can be found as follows. By definition, the original pdf can be characterized by the equality

\[ P\{x \leq X \leq x + dx\} = \rho_X(x) \, dx. \] (14)

(Here, by \( P \), we denote probability of the event in question). Therefore, the pdf for \( Y \) must satisfy

\[ P\{y \leq Y \leq y + dy\} = \rho_Y(y) \, dy. \] (15)

Now since \( Y = \sigma \cdot X \) we have

\[ P\{y \leq Y \leq y + dy\} = P\{y \leq \sigma \cdot X \leq y + dy\} = P\left[\frac{y}{\sigma} \leq X \leq \frac{y + dy}{\sigma}\right]. \] (16)

Hence, Eq. (16) together with the definition of \( \rho_X(x) \), imply

\[
P \{ y \leq Y \leq y + dy \} = \rho_X \left( \frac{y}{\sigma} \right) \frac{dy}{\sigma},
\]
thus yielding the key relationship between the two density functions:

\[
\rho_Y (y) = \rho_X \left( \frac{y}{\sigma} \right) \frac{1}{\sigma}.
\]

Now, based upon [6] – [9], we introduce the following concept.

**Definition 1.** A distribution is called *infinitely divisible* if for any two values \( \sigma_1 > 0 \) and \( \sigma_2 > 0 \), and for every two independent random variables \( X_1 \) and \( X_2 \) distributed according to this distribution, their linear combination \( Y = X_1 + X_2 \), where \( Y_i = \sigma_i \cdot X_i, i = 1, 2 \), also has the representation \( Y = \sigma_Y \cdot X \) for some \( \sigma_Y > 0 \) and some random variable \( X \) boasting the same distribution as \( X_1 \) and \( X_2 \).

As an example of an infinitely divisible distribution, one can consider a Gaussian (normal) distribution with mean 0 and standard deviation 1. In this case, \( \sigma_Y = \sqrt{\sigma_1^2 + \sigma_2^2} \).

Since the variables \( Y_1 = \sigma_1 \cdot X_1 \) and \( Y_2 = \sigma_2 \cdot X_2 \) are independent, their joint probability density function is equal to the product of the corresponding probability densities:

\[
\rho_{Y_1,Y_2} (y_1, y_2) = \rho_{Y_1} (y_1) \cdot \rho_{Y_2} (y_2).
\]

In order to deduce the probability density \( \rho_Y (y) \) of \( Y = Y_1 + Y_2 \), we have to “sum up” the values \( \rho_{Y_1,Y_2} (y_1, y_2) \) corresponding to all the pairs \( (y_1, y_2) \) giving \( y_1 + y_2 = y \), that is, for which \( y_1 = y - y_2 \). In other words, we take the integral

\[
\rho_Y (y) = \int_{-\infty}^{\infty} \rho_{Y_1} (y - y_2) \rho_{Y_2} (y_2) dy_2.
\]

Now since \( Y_i = \sigma_i \cdot X_i, i = 1, 2 \), and \( Y = \sigma_Y \cdot X \), we have

\[
\rho_{Y_i} (y_i) = \rho_X \left( \frac{y_i}{\sigma_i} \right) \frac{1}{\sigma_i}, i = 1, 2, \quad \text{and} \quad \rho_Y (y) = \rho_X \left( \frac{y}{\sigma_Y} \right) \frac{1}{\sigma_Y}.
\]

Therefore, Eq. (20) reduces to the identity

\[
\frac{1}{\sigma_Y} \cdot \rho_X \left( \frac{y}{\sigma_Y} \right) = \frac{1}{\sigma_1} \cdot \frac{1}{\sigma_2} \cdot \int_{-\infty}^{\infty} \rho_X \left( \frac{y - y_2}{\sigma_1} \right) \cdot \rho_X \left( \frac{y_2}{\sigma_2} \right) dy_2.
\]

Recall that here, \( \rho_X (x) = \text{const} \cdot K(x) \), so the above formula Eq. (22) finally takes the form

\[
\begin{aligned}
K \left( \frac{y}{\sigma_Y} \right) & \cdot \int_{-\infty}^{\infty} K \left( \frac{y - y_2}{\sigma_1} \right) \cdot K \left( \frac{y_2}{\sigma_2} \right) dy_2, \\
\end{aligned}
\]

For \( y = x - x', y_2 = x'' - x', \sigma_1 = \Delta_y, \sigma_2 = \sigma, \text{and} \sigma_Y = \sigma' \), Eq. (23) clearly coincides with our requirement for the smoothing function \( K(x) \) described above by Eq. (12). In other words, we have just established an interesting theoretical result:

**Proposition 1.** Any infinitely divisible probability distribution generates a smoothing function \( K(x) \) satisfying requirement described by Eq. (12). \( \square \)
5. Additional Requirements and Computational Hints

Other requirements necessary for the construction of filled functions are:

(i) Symmetry. The condition is equivalent to \( \rho_X(-x) = \rho_X(x) \), so we only need to consider symmetric probability distributions.

(ii) Computability. The smoothing function \( K(x) \) must be easy to compute.

Indeed, for the resulting computational process to be efficient, we need to guarantee that the function \( K(x) \) is easy to compute. Ideally, \( K(x) \) should boast an explicit formula whose computation consists in performing a small number of arithmetic operations and applying easy-to-calculate elementary functions.

It is well known that out of all symmetric infinitely divisible distributions, only two distributions have such an explicit expression: the Gaussian distribution corresponding to \( K(x) = \exp(-x^2) \), and the Cauchy distribution for which \( K(x) = \frac{1}{1 + x^2} \); see, again, [6] – [9]. This explains why these two smoothing cores are used to construct filled functions.

5.1. Approximating the integral with a sum

The above arguments explain why instead of optimizing the original function \( f(x) \), we should optimize its smoothed version

\[
    f^*(x) = \int K\left( \frac{x-x'}{\sigma} \right) f(x') \, dx'.
\]

In most practical cases, the only way to compute an integral is to approximate it by the weighted sum of the values of the corresponding functions calculated at different points. The simplest possible case is when we consider one or two points; then, we get a linear combination of two values of \( f(x) \) with weights proportional to \( K\left( \frac{x-x'}{\sigma} \right) \). But this is exactly what the filled function does in order to find a way from a current local optimum to another one.

The latter means we indeed get a theoretical explanation of the empirical fact – that the Gaussian and Cauchy smoothing functions \( K(x) = \exp(-x^2) \) and \( K(x) = \frac{1}{1 + x^2} \), respectively, prove to be the most efficient in the filled function method.

6. Concluding Remarks

It is well known that in non-convex optimization the filled function techniques are very popular in order to make steps from one local optimum to another. In this paper, a methodology is proposed to explain the empirical fact that only Gaussian and Cauchy distributions are mostly used when generating the filled functions.

The explanation is made by analyzing the main requirements to the smoothing functions serving as integral cores when developing the smoothed functions that replace the original objective functions locally in the filled function method.

Then, it is demonstrated that any infinitely divisible probability distribution generates smoothing functions boasting the required properties. Finally, additional requirements to the smoothing functions are discussed, and the empirical fact that the Gaussian and Cauchy distribution are most efficient for constructing the filled functions is explained. Indeed, the latter distributions are the only ones among all symmetric distributions boasting explicit formulas for their computation.
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